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ABSTRACT

Most simulations and experiments that control the turbu-
lent boundary layer to reduce the skin-friction drag, assume
that all influential variables, such as the free-stream velocity
and the blowing amplitude, can be controlled. In a real-world
application, it is likely that some variables are given externally
by the environment—such as the wind speed—and blowing
strategies must be selected accordingly. This study brings the
optimisation of blowing actuators closer to real-life conditions
by enabling optimisation of randomly varying free-stream ve-
locity. Bayesian optimisation is extended to dynamic envi-
ronments with controllable and uncontrollable variables by fit-
ting a global surrogate model over all variables but optimising
only the controllable variables conditional on the environmen-
tal variables. By conditioning on measurements of the uncon-
trollable variables, optima for their full domain can be pre-
dicted. This is in contrast to keeping environmental variables
fixed to a single value, where only one optimum is found and
the experiment must be repeated multiple times for different
values to achieve similar results. The presented approach in-
creases the available information within a single optimisation
run and results in a more sample-efficient and cost-effective
algorithm. As an example application, the method is applied
to a 5-dimensional wind farm simulator to maximise the en-
ergy production conditional on the wind speed by controlling
the derating of five wind turbines. The new method outper-
forms the Nelder-Mead algorithm by 2.2-60.0% and performs
comparably to standard Bayesian optimisation for five selected
wind speeds while allowing predictions of optimal derating
levels for the full range of wind speeds.

INTRODUCTION

Turbulent forces near a vehicle’s surface, such as an air-
craft, are responsible for over half of the vehicle’s energy con-
sumption. Reducing the turbulent skin-friction drag realises
monetary benefits due to reduced fuel consumption, and envi-
ronmental and public health benefits due to lower CO2 emis-
sions. Even a small drag reduction of 3% would save £1 mil-
lion in jet fuel costs annually per aircraft and, with around
26,000 aircrafts around the world, would have a large global
impact (Bushnell & Hefner, 1990). While low-amplitude
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blowing appears to be a viable solution to reduce drag (Hwang,
2004; Kornilov & Boiko, 2012), it is still unclear what blowing
strategies are optimal as experiments are complex and expen-
sive to conduct, prohibiting an exhaustive search of all strate-
gies and the use of most optimisation algorithms that rely on
gradient information and a large number of evaluations.

Bayesian optimisation (Jones et al., 1998; Snoek et al.,
2012; Frazier, 2018) has emerged as an exception as it is a
sample-efficient optimisation strategy designed for expensive
experiments and simulations. In recent years it has been used
in the field of computational fluid dynamics to minimise skin-
friction drag via active control of blowing actuators (Mahfoze
et al., 2019; Diessner et al., 2022; O’Connor et al., 2023; Mal-
lor et al., 2023). These studies assume a fully controllable en-
vironment where all variables can be set to any desired value.
However, a more realistic assumption is that some variables
can be controlled while others cannot. For example, consider
an aircraft for which the drag can be reduced by controlling
uniform low-amplitude blowing actuators. The optimal blow-
ing amplitude will depend on the cruising speed of the aircraft.
The speed cannot be controlled to reduce the skin-friction drag
as it is set by external factors such as the aircraft’s schedule,
course and weather. The maximisation of drag reduction can
only be viewed conditionally on the aircraft’s cruising speed, a
problem which has not been tackled by previous studies where
the speed is assumed to be fixed. This assumption means that
the experiment would require repetition for all possible travel-
ling speeds—an impracticable if not infeasible task.

This study uses an extension of Bayesian optimisation to
optimise problems within dynamic environments with chang-
ing conditions that cannot be controlled. The approach fits a
global surrogate model over all variables but optimises only
the controllable variables conditional on measurements of the
uncontrollable variables (Krause & Ong, 2011; Diessner et al.,
2024). In this article, Bayesian optimisation and the exten-
sion to account for environmental conditions are introduced
before an example application to a 5-dimensional wind farm
simulator with the objective of maximising the mean energy
production conditional on randomly changing wind speeds is
discussed. Lastly, findings are summarised and an outlook of
future work is given.
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Figure 1: Bayesian optimisation applied to a 1-dimensional function with one local and one global maximum. Expected
improvement is used as the acquisition function. The input space is bounded by [0, 10].

BAYESIAN OPTIMISATION

Bayesian optimisation (Jones et al., 1998; Snoek et al.,
2012; Frazier, 2018) is a sample-efficient and cost-effective
optimisation strategy for expensive black-box functions such
as physical experiments and computer simulations. It is per-
formed in a loop where it sequentially selects a candidate
point—a set of specific input variable values—at each iteration
whose output is to be observed by conducting an experiment.
Data points from previous iterations inform subsequent itera-
tions ensuring that the algorithm learns continuously and ex-
plores the variable space effectively. The algorithm is stopped
when an adequate solution is found or a specified evaluation
budget is exhausted.

As the underlying objective function is unknown or too
complex to solve analytically, a surrogate model is fitted to
all available data to represent the best estimate of the objec-
tive function. Typically, a Gaussian process—a very flexi-
ble non-parametric model that can represent various objective

functions (Rasmussen & Williams, 2006)—is chosen as the
surrogate model. A Gaussian process provides a prediction
and the corresponding uncertainty quantification for that pre-
diction. Bayesian optimisation uses both to guide the sequen-
tial selection of candidate points by maximising an acquisition
criterion. A popular acquisition criterion is expected improve-
ment (Jones et al., 1998) that selects candidate points with the
highest probability of improving upon the data point with the
best output value up to the present time.

The optimisation strategy is illustrated in Figure 1 on a
1-dimensional function with one local and one global maxi-
mum. In iteration 1, a Gaussian process is fitted to three obser-
vations that form the training data. The resulting prediction
and uncertainty are used to compute the expected improve-
ment acquisition criterion. Maximising this criterion yields
the next candidate point that is to be observed from the true
objective function. The candidate point is added to the other
available observations which are used as the training data at it-
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Figure 2: Optimisation of a 2-dimensional problem with one uncontrollable environmental variable x; and one controllable
variable x;. Yellow areas indicate highs and dark blue areas indicate lows. A) True objective function. B) Prediction of the
surrogate model—a Gaussian process—with a measurement of the environmental variable taken for the next conditional
optimisation step. C) Bayesian optimisation step conditional on the measurement of the environmental variable.

eration 2. With each iteration, Bayesian optimisation explores
the variable space and the prediction of the Gaussian process
represents the true objective function more accurately until
the global maximum is found at iteration 5. The algorithm
does not get stuck in the local maximum at iterations 3 and
4 due to the acquisition criterion that balances exploration—
searching in areas with high Gaussian process uncertainty—
and exploitation—searching in areas with high Gaussian pro-
cess prediction. This study uses NUBO (Diessner et al., 2023),
a transparent open-source Bayesian optimisation framework
written in Python, to optimise the simulations.

DYNAMIC ENVIRONMENTS

Consider a dynamic environment in which controllable
and uncontrollable environmental variables affect the outcome
of an experiment. As environmental variables cannot be con-
trolled, the main objective of optimisation is to find optimal
values for the controllable variables for any possible combina-
tion of environmental variable values. The standard Bayesian
optimisation algorithm presented in the previous section re-
quires three changes to allow optimisation conditional on the
environmental variables (Diessner et al., 2024). The resulting
algorithm is referred to as ENVBO.

Firstly, standard Bayesian optimisation uses only control-
lable variables in its optimisation process and implicitly as-
sumes that all other variables are fixed or not influential to
the output. This assumption does not hold when optimising
problems with dynamic environments where changing envi-
ronmental variables affect the output of the objective function.
Diessner et al. (2024) extend the surrogate model to include
controllable and environmental variables. This guarantees that
ENVBO uses all available information about the output of the
objective function.

Secondly, ENVBO bases the acquisition function on the
global surrogate model and requires a change to the maximi-
sation strategy of the standard Bayesian optimisation approach
as the environmental variables cannot be set to any arbitrary
values that result from maximisation. Indeed, the maximisa-
tion of the acquisition function must depend on the environ-
mental variable values given at the moment of maximisation.
Thus, measurements for all environmental variables are taken
after the surrogate model is fitted to the training data and the

acquisition criterion is maximised conditionally on these mea-
surements. Conditional optimisation means that the uncon-
trollable environmental variables are fixed at the taken mea-
surements while optimal values for the controllable variables
are found by maximising the acquisition criterion. The new
candidate point is a combination of computed values for the
controllable variables and measurements for the environmen-
tal variables. It is then evaluated by repeating the experiment.

Lastly, standard Bayesian optimisation typically uses
multiple randomly generated data points to initialise the al-
gorithm, ensuring a well-fitting surrogate model from the first
optimisation step. These initial data points are not selected by
maximising the acquisition function but by using space-filling
designs, such as Latin hypercube sampling (McKay et al.,
1979). These designs assume that outputs for any arbitrary
combination of variable values can be observed with experi-
ments. This is not feasible with changing environmental con-
ditions and ENVBO must be initialised differently. Diessner
et al. (2024) suggest initialisation with just one initial training
point, where values for the environmental variables are set to
current measurements and the controllable variables are cho-
sen at random. Previous work could not find a significant dif-
ference between initialising Bayesian optimisation with many
or just a small number of data points (Diessner et al., 2022).

Figure 2 illustrates the general idea of ENVBO’s exten-
sion to Bayesian optimisation, where plot A) shows the true
outputs of a 2-dimensional test function considered as an ex-
ample. The yellow areas indicate high function outputs while
the blue areas indicate low function outputs. Assume that x; is
an environmental variable that cannot be controlled and x; is a
controllable variable. The main objective is to find the optimal
value for the controllable input x, for any value for the environ-
mental input x;. In the example, this is equivalent to learning a
function that gives the optimal value of x; for any x;. Assume
ENVBO is in the middle of an optimisation run and has already
selected 20 data points and observed them from the objective
function. The next optimisation step is broken down into two
parts in plots B) and C) of Figure 2. The objective function is
represented by a surrogate model fitted to the 20 available data
points and a measurement of the environmental variables is
taken resulting in x; = —0.5. ENVBO conditions the optimisa-
tion on this measurement by essentially taking a slice through
the 2-dimensional variable space and disregarding the rest of
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Figure 3: Mean energy production in MW for three different derating strategies with a wind speed of 18 m/s. A) All five
wind turbines are run at maximum capacity (no derating). B) Wind turbine O is run at full capacity and wind turbines
1-4 are turned off completely. C) Wind turbines 0, 2 and 4 are run at maximum capacity and wind turbines 1 and 3 are

reduced to 40%.

the variable space for the current optimisation step. Condi-
tioning on the measurement—i.e., holding the uncontrollable
variable fixed at the most recent measurement—reduces the
dimensionality of the problem while using all available infor-
mation. The 1-dimensional problem can now be optimised for
xp with Bayesian optimisation as shown in plot C). The opti-
misation step resembles standard Bayesian optimisation given
in Figure 1 except that no available data points lie directly on
the 1-dimensional slice. Despite this, the surrogate model still
offers valuable information about the objective function due to
correlation with the environmental variable, showing that com-
bining controllable and environmental variables into a single
optimisation strategy maximises the available information of
the algorithm.

EXAMPLE APPLICATION

This section illustrates the performance of ENVBO by
considering a 5-dimensional wind turbine simulator imple-
mented in PyWake (Pedersen et al., 2023). The use case
assumes a row of five wind turbines with the wind blow-
ing directly towards the turbines so that previous wind tur-
bines’ wakes affect subsequent wind turbines’ energy produc-
tion. The objective is to maximise the mean energy production
(MEP) over the five wind turbines by derating one or multiple
wind turbines. The derating—i.e., running wind turbines be-
low their maximum capacity for a given wind speed—reduces
the wake of the turbine and increases the potential energy gen-
eration of wind turbines affected by the wake downstream. De-
rating can also extend the lifetime of the wind turbine compo-
nents (Boersma et al., 2017; Juangarcia et al., 2018; Vernica
et al., 2018). Figure 3 shows three different strategies and

their resulting mean energy production for a fixed wind speed
of 18 m/s. Strategy A) runs all five wind turbines at full capac-
ity with no derating and produces 32.08 MW. Strategy B) only
runs the first wind turbine at full capacity and turns off the four
other wind turbines. The wake of wind turbine 0 would affect
the energy production potential of wind turbines 1 and 2 as the
lower local wind speeds show. This strategy produces 16.63
MW. Strategy C) derates wind turbines 1 and 3 by 60% and
runs the other three wind turbines at full capacity. This pro-
duces 35.28 MW energy and is superior to Strategy A), show-
ing that naively running all wind turbines at full capacity is not
necessarily the best approach.

This study uses a fictional wind turbine with a height
and diameter of 100 metres for which the effect of derating
is computed using 1-dimensional momentum theory as out-
lined in the documentation of PyWake (Pedersen ef al., 2023).
The maximum energy generation of a wind turbine is reached
at 20 m/s. The five derating levels are controllable variables
bounded between 0-100% while the wind direction is fixed at
270 degrees and the wind speed is an environmental variable
that changes according to a random walk (Papoulis, 1965).
The random walk uses the wind speed of the previous run and
adds to it a small value sampled from a uniform distribution
% [—5,5]. The maximal change from one iteration to the next
is =5 m/s and the wind speed is bounded between 6-50 m/s.

ENVBO is benchmarked against two optimisation
algorithms—the  well-established = Nelder-Mead  algo-
rithm (Nelder & Mead, 1965) and standard Bayesian
optimisation with expected improvement as outlined in this
article. While ENVBO is capable of predicting optimal
derating combinations for the entire range of wind speeds,
Nelder-Mead and standard Bayesian optimisation are not, and
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Figure 4: Results of ENVBO against two benchmarks—the Nelder-Mead algorithm and standard Bayesian optimisation.
A) Mean energy production in MW for different wind speeds. Only ENVBO can predict solutions over the full wind

speed range. B) Number of evaluations per wind speed.

have to be run for each individual wind speed, keeping it fixed
for the full optimisation run. Five different wind speeds—®6,
17, 28, 39 and 50 m/s—are taken as samples to enable the
comparison of ENVBO to the benchmarks. ENVBO is still
run over the entire wind speed range between 6-50 m/s but
Nelder-Mead and standard Bayesian optimisation are run
separately for these five fixed wind speeds. The results of
this comparison are given in Table 1. ENVBO outperforms
Nelder-Mead by 17.8%, 2.2%, 21.9%, 60.0% and 21.8% for
each wind speed respectively. Compared to standard Bayesian
optimisation, ENVBO performs better for wind speeds of
28 and 39 m/s and slightly worse but still comparable for
wind speeds 6, 17 and 50 m/s. ENVBO also finds the highest
overall mean energy production at 105.99 MW for a wind
speed of 39 m/s.

Figure 4 illustrates these results through two plots.
Plot A) plots the mean energy production in MW for EN-
VBO, Nelder-Mead (NM) and standard Bayesian optimisation
(BO). This shows that ENVBO and standard Bayesian optimi-
sation come to very similar results but Nelder-Mead is clearly
worse—particularly for wind speeds 28, 39 and 50 m/s. It
also presents the difference in the number of solutions be-
tween ENVBO and the benchmarks. ENVBO can predict so-
lutions for any wind speed—here depicted by a line—while
the benchmarks only give results for the five specific wind
speeds. Plot B) connects this performance with the number
of function evaluations necessary to get the results. ENVBO
was limited to a budget of 200 evaluations and the individ-
ual runs of Nelder-Mead and standard Bayesian optimisation
were restricted to 40 function evaluations to achieve the same
evaluation budget as ENVBO. Plot B) shows that the bench-
marks have more evaluations available for the five fixed wind
speeds. ENVBO’s largest number of evaluations falls between

Table 1: Mean energy production of wind turbines op-
timised with ENVBO, the Nealder-Mead algorithm and
standard Bayesian optimisation for the five considered
wind speeds.

Wind speed ENVBO Nelder-Mead BO

[in m/s] [in MW] [in MW] [in MW]
6 1.19 1.01 1.37
17 30.75 30.10 32.69
28 98.91 81.17 95.90
39 105.99 66.23 101.89
50 98.37 80.78 102.36

wind speeds 41.2-43.4 m/s with 22 evaluations. For the other
bins of the histogram, the number of function evaluations is
as low as 4 for wind speeds of 8.2-10.4 m/s. Despite hav-
ing fewer data points available per fixed wind speed—ENVBO
does not have a single data point with an exact wind speed of
17, 28 or 39 m/s—ENVBO still finds solutions that outper-
form or are at least comparable to the benchmarks. For the
predictions for specific wind speeds, ENVBO leverages the
correlation of the environmental variable and draws from the
information of the surrounding wind speeds, requiring much
fewer data points to give a solution. This also explains why
ENVBO performs more poorly for a wind speed of 50 m/s
than standard Bayesian optimisation in this example. ENVBO
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has very few data points available for that wind speed and, as
50 m/s is the upper bound of the wind speed, can only draw
from information from lower wind speeds. While ENVBO
performs comparably to the best benchmark, it should be a
point of caution that ENVBO might be less accurate towards
the boundaries of the environmental variables and extrapola-
tion should be particularly avoided. Overall, ENVBO presents
as a sample-efficient and cost-effective optimisation strategy
for experiments and simulations with changing environmen-
tal variables that performs well compared to well-established
benchmarks.

CONCLUSION AND OUTLOOK

Uncontrollable environmental variables can be as influ-
ential as controllable variables in many experiments that are
conducted in dynamic environments. While environmental
factors such as temperature and humidity can affect exper-
imental outputs in a controlled lab setting, they grow even
more influential when transitioning towards more realistic ex-
periments where environments cannot be controlled. This
study investigates ENVBO—a novel approach for sample-
efficient Bayesian optimisation with changing environmental
conditions—that takes account of controllable variables and
uncontrollable environmental variables in one surrogate model
but optimises only the controllable variables conditionally on
measurements of the uncontrollable variables. This leverages
all available information and provides a promising approach
to optimise experiments in dynamic environments with chang-
ing environmental conditions while keeping costs low. The
approach was applied to a wind farm simulator where the de-
rating of five wind turbines was controlled to maximise the
mean energy production for different wind speeds. ENVBO
found strategies that outperformed the popular Nelder-Mead
algorithm by 2.2-60.0% and were comparable to standard
Bayesian optimisation. In contrast to these benchmarks, EN-
VBO is capable of predicting optimal derating combinations
for the entire range of wind speeds. The aim is to apply this
approach to physical experiments in the wind tunnel with ran-
domly changing free-stream velocities to maximise drag re-
duction by actively controlling blowing actuators.
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