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ABSTRACT

Next generation gas turbine engines using effusion cool-
ing require detailed measurements of the turbulent mixing of
temperature and momentum, to improve modelling in RANS
simulations and maximise efficiency gains. Most studies focus
on empirical correlations for the film effectiveness, which tend
to be highly dependent on velocity ratio and geometry. De-
tailed flowfield and turbulent mixing measurements are scarce
and the mechanisms behind these processes are not well under-
stood (Han, 2013). The majority of previous studies focus on
film cooling and not effusion cooling, where the mechanisms
are observed to be different (Krewinkel, 2013). Therefore, an
experiment was conducted in the 10x5 wind tunnel, to enable
high spatial and temporal resolution measurements of the mo-
mentum and temperature mixing in a large turbulent boundary
layer with effusion cooling at low velocity ratios.

It was observed that the effusion film causes a veloc-
ity deficit within the boundary layer, coupled with a reduc-
tion in skin friction coefficient. These effects were naturally
more pronounced for profiles on the centreline of the holes.
For a velocity ratio of 0.37, regions of film lift-off were ob-
served, where the temperature and momentum boundary layer
structures significantly change to those at lower velocity ra-
tios. Here, the gradient diffusion hypothesis was observed to
be violated due to negative heat diffusivity values and conse-
quently, a negative turbulent Prandtl number. The Reynolds
analogy was also not valid in the boundary layer overlap re-
gion, with turbulent Prandtl number vales ranging from 1.1 to
1.4. The film lift-off could be attributed to the formation of
contra-rotating vortices either side of the effusion jets. Wall-
normal velocity data supports this claim. Peaks in the stream-
wise velocity variance were found to coincide with peaks in
the wall-normal shear production term on the hole centreline.
No corresponding peak was measured between holes, which
suggests the source of the turbulence here is due to production
or transport through spanwise gradients.

INTRODUCTION
In order to raise the maximum cycle temperature in gas

turbine engines for increased thermal efficiency, more effec-
tive turbine blade cooling strategies are required. One such
method is through the use of effusion cooling - a denser array
of smaller diameter holes on the blade surface. This increases
internal convective cooling, and has the aerodynamic advan-
tages of less film lift-off, with increased surface film coverage
and higher cooling effectiveness. The cooler air is bled from
the final compressor stage, which reduces the total available
work output and therefore engine efficiency. This creates the
challenging problem of sufficiently reducing heat transfer to
the blade surface with the minimum amount of coolant usage.

There is a lack of understanding of the mixing pro-
cesses and mechanisms between the cooler film and hotter
freestream, which leads to excessive coolant use in real turbine
designs and the concomitant efficiency penalties (Han, 2013).
Accurately modelling such flows in RANS simulations, to im-
prove next-generation designs, requires detailed simultaneous
measurements of the momentum and scalar fields.

In gas turbine flows, the interaction between large energy-
containing structures from combustor-turbine interactions or
cooling jets, with fine-scale turbulence, has been shown to lead
to poor predictions of turbulent transport in RANS models, and
the invalidation of linear momentum and heat diffusivity mod-
els (Sandberg and Michelassi, 2022). In regions of a trenched
film cooling flow, Shreivogel et al. (2016) found the turbu-
lent heat flux and mean temperature gradient to be in oppo-
site directions, contradicting the gradient diffusion hypothesis.
Large departures from a constant value of turbulent Prandtl
number of Prt = 0.85, commonly used in RANS simulations,
has also been previously observed. Kohli and Bogard (2005)
reported Prt values ranging from 0.5−2 in a film cooling flow
with a single row of holes. Departures from the Reynolds anal-
ogy have been documented in other perturbed boundary layer
studies (Smits and Wood, 1985). Detailed investigations of the
turbulent heat and momentum mixing in multi-row hole ge-
ometries, more typical of an effusion cooling flow field, are
scarce. In these flows, the interactions of jets in successive
rows is strong and causes large deviations in film effectiveness,
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from predictions using a linear superposition model (Murray et
al., 2018) .

The current study involves experiments performed in the
10x5 wind tunnel. It aims to analyse and quantify the turbu-
lent transport of momentum and heat in a moderately high
Reynolds number ‘canonical’ incoming turbulent boundary
layer (δ99 ≈ 0.3m, Reτ ≈ 6500), perturbed by an effusion film
at low velocity ratios (V R=Ue/U∞ < 0.4), and a slightly lower
temperature (∆Θ ≈ 6 °C), so that temperature can be treated as
a passive scalar. Here, Ue is the exit velocity from the effusion
holes. The bulk Richardson number is small, (Riδ ≈ 0.001),
indicating negligible buoyancy effects. A schematic is illus-
trated in figure 1.

Turbulence intensities reaching 30% in the boundary
layer near-wall region (Castro et al., 2013), are similar to those
measured at the combustor-turbine interface in real gas tur-
bines (10%−35%) (Cha et al., 2012). The hole diameters and
freestream velocity are increased and reduced respectively by
a factor of 16, with respect to typical gas turbine conditions,
enabling high resolution simultaneous temperature and veloc-
ity measurements, spatially and temporally. The largest length
scales observed in a gas turbine after combustion (l/D ≈ 25),
are of similar magnitude to the LSMs observed in turbulent
boundary layers (δ99/D ≈ 14). The simplified geometry and
canonical incoming flow will isolate the effects of the interac-
tions between the film and the incoming flow, to improve mod-
elling of quantities such as the turbulent diffusivities and tur-
bulent Prandtl number in RANS simulations, and consequently
improve heat transfer predictions.

EXPERIMENTAL DETAILS
Simultaneous boundary layer profiles of the temperature,

and streamwise and wall-normal velocity components were ac-
quired using a 1µm diameter cold-wire, of length l/d = 400,
and an adjacent x-wire respectively, for 180 s per point and
an acquisition frequency of 20 kHz. The wall-normal pro-
files were acquired at two spanwise locations: along the cen-
treline of a column of holes, where the effects of blowing
will naturally be more significant, and between two columns
of holes, as indicated in figure 2. The velocity ratios tested
were V R = 0, 0.10, 0.17, 0.37. Cool air was supplied to the
plenum using compressed air, fed through a Ranque-Hilsch
vortex tube. Details of the working principle of a Ranque-
Hilsch vortex tube can be found in the review by Kaufmann
(2022). Eight Pt100 temperature sensors were mounted within
the holes indicated in figure 2 (white ellipses), to determine
the effusion exit temperature, used to normalise the tempera-
ture profiles and to examine the temperature uniformity in the
plenum.

The x-wire was mounted on a motorised pitching arm
and calibrated using the look-up table method. For voltage
points outside of the calibration domain, velocities were de-
termined using the effective angle method. See Burattini and
Antonia (2005) for more details of the calibration procedure.
X-wire voltage measurements (E) were corrected for temper-
ature using the instantaneous cold-wire temperature data (T ),
with the formula Ecorr = E

√
(Tw −Tcal)/(Tw −T ), where Tcal

is the ambient temperature at calibration and Tw is the hot-wire
temperature. The accuracy of the temperature correction and
the effects of buoyancy were examined through profiles ac-
quired using Laser Doppler Anemometry (LDA) in an isother-
mal flow field at V R = 0.10, 0.37 (not shown in plots for clar-
ity). Deviations in the mean streamwise velocity between pro-
files were found to be within 2%. Upstream boundary layer

profiles were measured using LDA, to provide measurements
closer to the wall, than what is possible with the x-wire.

The wall shear stress was measured at a variety of veloc-
ity ratios, using oil film interferometry (OFI). Measurements
were taken 0.45δ downstream of the centreline of the last row
of holes, as indicted in figure 3, as well as on the immedi-
ate upstream boundary layer. The oil kinematic viscosity, re-
sponsible for highest uncertainty in the wall shear stress in
OFI measurements (Discetti and Ianiro, 2017), was measured
with an Ubbelohde capillary viscometer in a constant temper-
ature recirculating water bath, at a range of temperatures with
1 °C increments. The formula ν = Aeαν T was fitted to the
data. Isothermal blowing was used, to reduce the uncertainty
in the temperature of the oil film, and therefore its viscosity.
The oil temperature used to determine the kinematic viscosity
was assumed to be the average of the effusion temperature and
freestream temperature, with the difference between them less
than ±0.05 °C.

Figure 1: Side view diagram of the experimental setup.

Figure 2: Plan view diagram of the plenum.

RESULTS AND DISCUSSION
Skin friction coefficient results at range of velocity ratios,

normalised by the upstream skin friction coefficient are pre-
sented on figure 3. For an individual run, the skin friction co-
efficient was determined by calculating the rate of change of
fringe wavelength across multiple lines of pixels at the centre
of the oil drop, and averaged. The error bars in figure 3 repre-
sent the 95% confidence interval based on these these values.
The presence of the effusion panel and the roughness associ-
ated with the holes (V R = 0) causes a reduction in skin fric-
tion coefficient. The addition of blowing is observed to further
monotonically reduce the friction coefficient on the centreline
of the effusion holes, but remains approximately constant be-
tween holes, for V R < 0.25. At V R = 0.37, the friction coeffi-
cient has begun to plateau on the hole centreline, but increases
beyond the upstream value between holes.
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Figure 3: Skin friction coefficient measurements at a va-
riety of velocity ratios, normalised by the upstream skin
friction coefficient. Error bars represent the 95 % confi-
dence interval across an individual run.

Figures 4 and 5 show the acquired mean velocity pro-
files. The addition of the film (at these low velocity ratios)
is to cause a velocity deficit within the boundary layer relative
to the upstream case, which is consistent with the reduction
in skin friction coefficient shown in figure 3. This is due to
the low momentum effused fluid penetrating into a region of
higher momentum within the boundary layer. For a constant
velocity ratio, the velocity deficit along the centreline of the
holes (figure 4) is observed to be greater than for the case of
between two adjacent columns of holes (figure 5), which is
also in agreement with the respective lower skin friction coef-
ficient.

As V R is increased, the velocity deficit increases and
spans across a larger wall-normal distance for y/D ≳ 1, due
to higher effusion momentum and increased boundary layer
penetration. On the hole centreline, the velocity deficit is still
apparent in the near wall region, but the profiles begin to col-
lapse between holes. This is consistent with the skin friction
trends previously discussed. For V R = 0.37, the bulk of the
effused fluid starts to lift from the surface on the hole centre-
line, causing plateaus in the velocity profiles, as seen in fig-
ure 4. Between columns of holes, the trend reverses and the
velocity increases, potentially due to stronger jets causing vis-
cous blockage and an acceleration of the flow between holes.
This could explain the increase in skin friction coefficient at
V R = 0.37. The streamwise velocity differences between the
two spanwise locations, for a given wall-normal location, con-
sequently becomes larger with increasing velocity ratio, which
suggests an increasing impact of velocity gradients in the span-
wise direction (∂U/∂ z) on the flow.

Figures 6 and 7 show the profiles of the variance of the
streamwise velocity. In the V R = 0 case, a peak associated
with the roughness of the holes is observed at y/D ≈ 0.25. The
effect of effusion can be seen to significantly increase momen-
tum mixing away from the wall. On the hole centreline (figure
6), a peak at y/D ≈ 0.5 emerges, which moves further from
the wall with increasing V R. This could be associated with the
inner u2 peak commonly observed in boundary layers, which
was shown not to be present with near wall LDA measure-
ments. For V R = 0.37, a complex distribution emerges with
three peaks in u2 with distinct separation between them. In this
case, an inner peak forms at y/D ≈ 0.1, and was not observed
in the V R= 0.1 case with either x-wire or LDA measurements.
An outer peak also starts to emerge at y/D ≈ 2. The two peaks

become increasingly distinct with increasing VR, and the outer
peak also moves further from the wall with increasing V R. A
single peak in a similar location is seen in the profiles between
holes (figure 7). This peak could therefore be associated with
the mixing layer at the interface of the film and incoming flow.

The turbulent production and transport of u2 are respec-
tively defined as:

Puu =−2
[

u2 ∂U/∂x+uv ∂U/∂y+uw ∂U/∂ z
]
, (1)

Tuu = ∂/∂x(u3) + ∂/∂y(u2v) + ∂/∂ z(u2w). (2)

Profiles of the wall-normal gradient terms in equations 1
and 2, are presented in figures 8 and 9 respectively, to further
understand the u2 distributions shown in figures 6 and 7. In a
canonical turbulent boundary layer, this is the only non-zero
production of turbulent kinetic energy term. The dominant u2

peak on the hole centreline at y/D ≈ 0.5 is seen to be caused
by a large peak in the wall-normal shear production term. For
V R = 0.37, there are also peaks in production corresponding
to the locations of the two other u2 peaks at y/D ≈ 0.1 and
y/D ≈ 2. The peaks occur in the regions before/after the mean
velocity plateaus, where the shear rate is unsurprisingly higher
in these regions.

However no corresponding peak in the wall-normal gra-
dient production or transport terms is observed for the be-
tween holes cases. This suggests strong spanwise gradients
are responsible for the peak in u2, either due to production
(uw ∂U/∂ z) or transport (∂/∂ z(u2w) originating from strong
fluctuations on the hole centreline. With the film developing
over a length of approximately 3δ , the streamwise gradients
are less significant.

Figures 10 and 11 show the corresponding mean and vari-
ance temperature profiles respectively. Many of the trends
observed in the streamwise velocity profiles are similarly ob-
served here. The mean temperature is lower across the whole
thermal boundary layer, as V R is increased, and in the loca-
tion along the centreline of the holes. At V R = 0.37, there are
regions where the temperature gradients are negative, due to
the bulk of the lower temperature film lifting from the surface.
This was also observed in the isothermal scalar light inten-
sity measurements by Basley et al. (2022). The temperature
profiles at different spanwise locations collapse at y/D ≈ 2,
beyond which the film becomes homogeneous. This is at a
similar location to that where the turbulent fluctuations are
strongest.

For V R ≤ 0.17, the peaks in θ 2 is observed to increase
in magnitude and distance from the wall, due to the increased
momentum mixing and higher penetration of the film into the
boundary layer. On the hole centreline, the peak in θ 2 occurs
in a similar location to the u2 peak at y/D ≈ 0.5, suggesting
that the temperature fluctuations could be primarily driven by
streamwise velocity fluctuations. This is not observed in the
location between holes, where a broad θ 2 peak appears before
the u2 peak, centred approximately at y/D ≈ 0.8. The v2 peak
(not shown) occurs in a similar location to the u2 peak, so the
temperature fluctuations here could be strongly influenced by
spanwise velocity fluctuations.

For V R = 0.37, where flow dynamics are seen to change
considerably, the θ 2 profiles also change in distribution. The
magnitude of the peak for the hole centreline case does not in-
crease, although this could be due to the upstream boundary
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Figure 4: Mean streamwise velocity profiles on the centre-
line of a column of holes.

Figure 5: Mean streamwise velocity profiles between adja-
cent columns of holes.

Figure 6: Mean streamwise velocity profiles on the centre-
line of a column of holes.

Figure 7: Mean streamwise velocity profiles between adja-
cent columns of holes.

Figure 8: Wall-normal profiles of the turbulent production
term uv ∂U/∂y.

Figure 9: Wall-normal profiles of the turbulent diffusion
term ∂/∂y(u2v).

layer being at a lower Reynolds number, with reduced turbu-
lent fluctuations (not accounted for in this scaling). However,
the region of high temperature fluctuations is observed to ex-
tend over a much greater wall-normal region, as well as the
emergence of a second peak in θ 2. There is conversely a large
increase in magnitude of the θ 2 peak between holes.

A possible mechanism for the film lift-off at V R = 0.37

can be explained through figure 12. Measurements aligned
with the centreline of the holes show a positive wall-normal ve-
locity, which increases with increasing V R. For measurements
in between two columns of holes, V is observed to be closer
to zero, and becomes negative for V R = 0.37. This could be
attributed to contra-rotating vortices, formed either side of the
the individual effusion jets, which would cause a downwash
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Figure 10: Mean temperature profiles, normalised with re-
spect to the freestream temperature and effusion tempera-
ture.

Figure 11: Temperature variance profiles, normalised by
the freestream and effusion temperature difference.

Figure 12: Mean profiles of the wall-normal velocity. Figure 13: Turbulent Prandtl number profiles.

in the region between two columns. This jet-in-crossflow type
phenomenon has been well documented in literature for film
cooling flows at high velocity ratios (V R > 1), and conjec-
tured to be the dominant mechanism in film lift-off (Zhang et
al., 2020). The mechanism is not usually associated with low
velocity ratio effusion cooling flows, but seems to be corre-
lated with the observed film lift-off observed in the V R = 0.37
case. Induced vortical structures could also explain the com-
paratively large increase in temperature fluctuations in the lo-
cation between holes.

Turbulent Prandtl number profiles are presented in figure
13, where Prt = εm/εt = (uv ∂Θ/∂y)/(vθ ∂U/∂y). They
show large departures from the Reynolds analogy (Prt = 1),
and the commonly used Prt = 0.85 in commercial CFD codes,
which has been obtained from measurements in the logarith-
mic region of canonical temperature boundary layers (Kays,
1994). A region resembling a logarithmic profile is observed
in the mean temperature profiles of figure 10, and the collapse
of Prt is good here, but Prt is found to lie primarily between
1.1 and 1.4. Despite some scatter in the data, arising due to
uncertainty amplification where the temperature and velocity
gradients are close to zero, Prt shows distinct trends with sig-
nificant variations, ranging from -4 to 4 in the near wall region.
Where the temperature profiles plateau in the hole centreline
cases, and lift off in both V R= 0.37 cases, Prt is negative. This
is due to a negative heat diffusivity, where the turbulent heat
flux −vθ and temperature gradients are in opposite directions.

This directly contradicts the gradient diffusion hypothesis.

CONCLUSIONS
Simultaneous instantaneous temperature, streamwise and

wall-normal velocity measurements were carried out in a large
turbulent boundary with effusion cooling at velocity ratios
V R = 0, 0.10, 0.17, 0.37. The low momentum effusion film
penetrates into a region of higher velocity in the boundary
layer, causing a velocity deficit within the boundary layer, rel-
ative to the upstream boundary layer. This velocity deficit was
expectedly found to be greater in the location on the hole cen-
treline and with increasing velocity ratio. Skin friction mea-
surements using oil film interferometry showed an associated
reduction in skin friction coefficient and supported trends ob-
served in the mean velocity profiles. The mean streamwise
velocity and temperature profiles show the film primarily at-
tached to the surface at V R = 0.17, but lifting from the surface
at V R = 0.37, indicating that there exists a critical velocity
ratio in the range 0.17 < V R < 0.37. At V R = 0.37, this con-
sequently causes an increase in mean streamwise velocity be-
tween holes, along with an increase in skin friction coefficient,
likely due to an acceleration of the flow between jets.

The lift-off is potentially attributed to contra-rotating vor-
tices formed through a jet-in-crossflow type mechanism. In
the location aligned with the centreline of the holes, positive
wall-normal velocities were observed, becoming negative for

5



13th International Symposium on Turbulence and Shear Flow Phenomena (TSFP13)
Montreal, Canada, June 25–28, 2024

V R = 0.37 in the location between two columns of holes, as
would would be expected from the formation of such vor-
tices. In the regions where film lift-off was observed, or where
the temperature gradients in the near wall region were very
small on the hole centreline, turbulent Prandtl number profiles
showed that the gradient diffusion hypothesis was invalid. This
was due to the temperature gradients and the turbulent heat flux
being in opposite directions. Even in the boundary layer over-
lap/ outer region, the Reynolds analogy is not valid, with Prt
ranging from 1.1 to 1.4.

Effusion was found to significantly enhance turbulent
fluctuations away from the wall, with the peaks moving fur-
ther from the wall with increasing velocity ratio. Peaks in
the streamwise velocity variance were found to coincide with
peaks in wall-normal shear production on the hole centre-
line. The turbulence generation mechanism is different be-
tween holes, where no peaks were observed in the wall-normal
production or transport terms. It is likely that spanwise gradi-
ents cause the increase in turbulence here, but 3-component
data are required to confirm this.
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