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ABSTRACT

A series of experiments were conducted in which mul-
tiple small uncrewed aircraft systems equipped with meteoro-
logical sensors were flown over different heterogeneous terrain
types in order to assess the influence of the spatial and tempo-
ral scales used for statistical calculation. The measurements
are analyzed to obtain scale-dependent uncertainty estimates
that can be used when employing ensemble Kalman filter ap-
proaches for assimilating measurements into numerical simu-
lations (particularly using large-eddy simulation approaches)
of micrometeorological processes. An approach is also pre-
sented that illustrates how a spectral model of turbulence can
be used to model the scale dependence of the representative-
ness error, indicating that the representativeness error is a con-
sequence of the boundary layer turbulence and therefore may
be a significant factor when attempting to assimilate measure-
ments taken in the boundary layer into operational simulations
of low-level wind fields.

INTRODUCTION

Atmospheric boundary layer measurements of turbulent
quantities are typically conducted using stationary (remote and
in situ) measurement systems. As in situ measurements are
often limited to sampling turbulent parameters near the sur-
face, remote sensing systems are becoming increasingly de-
ployed due to their ability to obtain spatially-resolved mea-
surements. However, these systems are often expensive to in-
stall and maintain. As a result, small uncrewed aircraft sys-
tems (sUAS) are increasingly being employed in atmospheric
research. sUAS have the ability to traverse through the flow
spatially over time scales faster than the mean wind, allowing
for a snap-shot of the turbulence structure along the flight path,
and are able to measure a wide array of kinematic and thermo-
dynamic parameters simultaneously (e.g. Egger et al., 2002;
Bailey et al., 2019).

Recent advances in sUAS for meteorological sensing have
raised interest in assimilating data from sUAS into operational
weather forecasting (Jensen et al., 2021, 2022). Rotorcraft
sUAS in particular are attractive for these types of operations
as these systems are relatively simple to operate and optimized
for vertical ascent and descent. They therefore present an op-
portunity for low-cost, high-resolution, profiling within the
planetary boundary layer and have the potential to increase fi-
delity of forecasts near the surface. The most practical config-
uration for autonomous sUAS meteorological measurements

is therefore that of a rotorcraft SUAS conducting periodic pro-
filing at a fixed location (e.g. Chilson et al., 2019). However,
current rotorcraft SUAS have limited flight time and are there-
fore unlikely to be able to acquire statistically-converged mean
profiles given the scales of turbulence in the boundary layer.

This is expected to have an impact on their use for oper-
ational meteorology. Many contemporary approaches to data
assimilation employ ensemble Kalman filtering (e.g. Ander-
son et al., 2009) to assimilate observations into forecasts, a
priori knowledge of the measurement uncertainty is necessary
to ensure effective assimilation of the SUAS data into numer-
ical weather prediction (Anthes & Rieckh, 2018). Although
much effort has been made to identify and minimize measure-
ment uncertainty of the SUAS sensing elements (Barbieri ez al.,
2019), there has been much less attention devoted to the im-
pact of spatial heterogeneity on the representativeness error,
i.e., how accurately a profile of near-surface thermodynamic
and kinematic variables represents the processes within a nu-
merical simulation grid cell. As these cells can be on the or-
der of kilometers, and the planetary boundary layer turbulence
has a Kolmogorov scale on the order of mm, the influence of
boundary layer turbulence, and the boundary conditions on the
turbulence, is likely to have much larger impact on the repre-
sentativeness error in the boundary layer than it does in the
rest of the atmosphere. There is therefore a need to quantify
the influence of the represantitveness error which, in turn, can
be expected to depend on the temporal and spatial resolution
of the numerical weather prediction.

To evaluate the uncertainty corresponding to such spatial
heterogeneity, we conducted several measurements employing
fixed-wing SUAS measuring the horizontal and vertical vari-
ability of temperature, moisture content, and wind over dif-
ferent terrain types. We then use this data to assess the tem-
poral and spatial variability of the calculated mean value of
these quantities based on the size of the statistical window
used for their calculation, thereby allowing for investigation
of the scale-dependence of the uncertainty associated with an
assumption of horizontal homogeneity of a different measured
quantities.

EXPERIMENT

To conduct the experiments, we used two or three fixed-
wing BLUECAT10 sUAS simultaneously measuring over
complex terrain at a single pressure altitude to obtain an esti-
mate of the statistical variation of key properties. The BLUE-
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CAT10 aircraft are commercial-off-the-shelf (COTS) vertical
takeoff and landing (VTOL) configuration sUAS which have
been modified to carry meteorological sensing payloads (Fig.
1), and were used in this study due to their ability to operate
from an unprepared field while simultaneously providing the
ability to obtain turbulence statistics over a broad horizontal
extent. Each aircraft was equipped with a five-hole probe and
discrete sensor package capable of measuring pressure, tem-
perature and relative humidity (Ladino et al., 2022). When
combined with the kinematic aircraft velocity and orientation
data sampled by the dual antenna GNSS-Aided inertial navi-
gation system incorporated into the autopilot, this information
can be refined into spatially and temporally resolved measure-
ments of the wind vector, temperature, pressure and relative
humidity through the process outlined by Van den Kroonen-
berg et al. (2008). For this study, supplementary measure-
ments were also made by a rotorcraft and 10 m tower, but these
data are not included here.
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Figure 1. BLUECAT1O0 aircraft (a) showing location of key
sensing elements and (b) VTOL takeoff.

These aircraft were used to sample the atmospheric
boundary layer at two locations (Fig. 2), one with signifi-
cant elevation and vegetation variability (Fig. 2a,b), and the
other consisting of agricultural land use (Fig. 2c,d). The
aircraft were flown autonomously following pre-programmed
flight patterns consisting of rectangular trajectories at a con-
stant pressure altitude above the launch point. Two different
flight patterns were utilized, the first consisted of rectangular
flight patterns were arranged with each aircraft’s pattern par-
allel to the others, allowing for broad spatial coverage over

an approximately 1 km? area. The second consisted of the
aircraft flying in square patterns with sides of approximately
500 m, with each aircraft at a different pressure altitude, such
that multiple altitudes were sampled simultaneously.
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Figure 2. Topography of observation areas with (a) showing
topographical map of complex terrain test site and (b) showing
topographical map of agricultural test site.

Measurements were conducted for altitudes varying from
z =50 m above ground level (a.g.l.) to 300 m a.g.l. Measure-
ments were also conducted during convective boundary layer
conditions, such that the boundary layer conditions were rel-
atively constant for several flights (thereby allowing for mul-
tiple samples at a single altitude, or samples to be acquired
at multiple altitudes, with limited variability in boundary con-
ditions. Additional flights were conducted over the course of
a morning boundary layer transition, such that measurements
could be conducted under different stability conditions.

ANALYSIS APPROACH

The objective of this analysis is primarily to determine
the uncertainty associated with the assumption that a statis-
tical observation made by profiling at particular spatial loca-
tion is homogeneous throughout a numerical grid cell and time
step. In other words, the analysis seeks to investigate the spa-
tial and temporal scale dependence of statistics measured in
heterogeneous boundary conditions. We simplify the problem
to a single spatial direction, and use each straight line segment
of the flight path as an individual member of an ensemble of
measurements along the horizontal direction. Each member of
the ensemble could then be divided into M samples of length,
Ax (note that as Ax increases, the number of samples obtained
during each flight necessarily decreases using this approach).

This approach was then extended into the temporal do-
main by treating each member of the ensemble as being sep-
arated by a time separation of 8¢z. The flight could then be
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divided sample sizes of duration Ar = pdt, with p being the
number of ensemble members included in the calculation. The
total number of samples, N, is therefore determined by the
overall duration of the flight, divided by Ar.

Scale-dependent statistics could then be calculated for
each flight. For example, the Ax- and Az-dependent average
value of a quantity ®, here written as ®(Ax, At) can be found
from

L
MN

M=
M=

D(Ax,Ar) = (P) (Axyy, Aty) (1)

I
-

m=1n=1

where m and n are indices for each sample of ®(Ax,,,At,) and
(®) (Axy, Aty) is the mean value obtained for each sample.

Of particular interest, however, is the scale-dependent
variability of different statistical quantities (e.g. the mean
value of wind magnitude, (U)), which we use here as a proxy
for the uncertainty associated with the scales Ax and At over
which (U) is determined. This variability can be quantified by

11 M

O3 (AxAr) = - (@) (A, M) ()

M=

m=1n=1

where (®?) is the variance calculated for each sample
D(Axyy, Aty).

To present these results as an uncertainty, we normal-
ize these quantities measured as a function of Ax and Ar
by the same statistic calculated over scales of Axy and
Atg, which represent the spatial and temporal scales sam-
pled at the same altitude by a vertically profiling aircraft.

. —1/2 —

In this way, 202" (Ax,At)/®(Axy,Aty) represents a scale-
dependent £95% uncertainty estimate, with spatial scales rep-
resented by Ax and temporal scales by Az. These scales then
act as analogues to a numerical horizontal mesh size and time
step.

Example distributions of this uncertainty estimate, repre-
senting the uncertainty associated with the assumption of a ho-
mogeneous distribution of mean wind velocity magnitude are
provided in Figure 3(a) and (b) for the complex and agricul-
tural topographies, respectively. Similar surfaces were mea-
sured for both measurement sites, with the more homogeneous
topography surprisingly producing slight higher uncertainty
estimates. The results shown in Figure 3(a) and (b) indicate
that the uncertainty associated with assuming a single profile
measurement of wind velocity magnitude is a valid represen-
tation of the mean value of a mesh scale and time step of Ax
and At, can reach values up to 45% if the numerical time step
is At = 25 minutes and the cell dimensions are of the order
Ax =500 m.

More importantly, the form of the uncertainty surfaces
presented Figure 3(a) and (b) suggests that a model can be de-
veloped to represent this uncertainty dependence by assuming
all variability arises due to sub-Ax- and sub-Az-scale turbulent
fluctuations within the numerical mesh. The starting point for
this model is a traditional spectral model, for example such
as presented by Pope (2000) which builds on the inertial cas-
cade/dissipation range of the Pao/Kolmogorov spectrum with
a modification to model the energy containing range

E(x) = Ce*3x73 f (kL) fn (kM) 3)
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Figure 3. Estimated uncertainty in % and its dependence on
spatial (Ax) and temporal (Ar) scales used for the calculation
of mean wind velocity magnitude for (a) complex topography
and (b) agricultural topography.

where « is the three-dimensional wavenumber and
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represent modifications to the Kolmogorov inertial subrange
to approximate the energy-containing and dissipative ranges
respectively. In these equations C = 1.5, ¢, = 6.78 and ¢y =
0.4, Lis an integral scale, and 7 is the Kolmogorov microscale.

As the measured velocity is only known along a linear
path, we also need to convert the three-dimensional spectrum
to a one-dimensional spectrum following

Ky K

o 2
Eu(k) = / E(x) (1 - Zg) dx ©)

where ky is the component of the wavenumber vector in the
longitudinal direction.

This model therefore allows the quantification of tur-
bulent fluctuations contained within a wavenumber range of
AKy — oo (equivalent to the spatial range ~ 0 < Ax/27), which
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can be done using

oo

op (Aky) = /AK;EM(Kz)dKz- @)

To apply this model to the uncertainty analysis, which is
a function of Ax and Ar we must first translate Az to the
wavenumber domain using Taylor’s hypothesis such that
Axy ~ UAt. In this way we can find Ax = (Ax; +Ax%)1/2,
where Ax; is the spatial separation in the wavenumber domain.
This result lets us find Ak ~ 27/Ax and hence UZ(Ax,At)
through equation 7.

However, to do so, we must first quantify L, € and 1.
To determine ¢ for each flight, Eyy(ky) was estimated using
the component of the wind velocity aligned with the wind di-
rection relative to the aircraft trajectory. This was calculated
by first rotating the measured wind vector, U= (u,v,w), from
the meteorological east-north-up wind coordinate system to in-
stead align u with an axis parallel to the velocity of the aircraft
within the air, i.e. we define uy(¢) as the component of the
wind velocity vector in the direction of the mean velocity of
the air relative to the aircraft. The velocity spectrum of uy(t)
in the frequency domain, Fyy(f), was then calculated on this
rotated wind velocity vector. Noting that since the spectral
model is defined in the wavenumber domain, Fyy(f) was then
transformed to Ey(x;). To do this, the longitudinal wavenum-
ber, xy, was approximated using Taylor’s frozen-flow hypoth-
esis such that k; ~ f27|Vg|~!, where Vj is the relative wind
velocity vector. We then found the longitudinal velocity spec-
trum in the wavenumber domain as Egpy = Fye|(Vg)|(2m) L.

Finally,

Eu(ir) = 049> 5, ©

was used to estimate € by least-squares fit of the measured
(Egp K‘f/ 3 /0.49)3/2 over the & range corresponding to the in-
ertial subrange. The result is an estimate of € for each member
of the ensemble, which could then be used to provide an aver-
aged value for the entire flight. In this way

3\ /4
n= (V;) ©)

and

3/2

can be determined, where k = 0.5(u/2 +v/2 + w'2) is the turbu-
lent kinetic energy measured during each flight.

Sample results from the measured values of k and € are
shown in Fig. 4(a) and (b) for flights conducted at z = 50 m,
150 m and 300 m over the course of a morning boundary
layer transition. Not surprisingly, the two quantities follow
approximately the same trends, with the profiles measured at
11:00 UTC, and 12:00 UTC (when the boundary layer was
stable) showing relatively low values of k & 0.075 m?/s? and
€ ~ 0.0001 m%/s>. As the boundary layer transitions to be-
coming unstable and convective, the turbulence increases near
the surface first, as shown in the 13:00 UTC profiles, but then
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Figure 4. (a) Turbulent kinetic energy and (b) turbulent ki-
netic energy dissipation rate measured as a function of alti-
tude and time of day. For this measurement, the atmospheric
boundary layer transitions from stable to convective conditions
between 12:00 UTC and 14:00 UTC.

expands to the entire boundary layer, such that 15:00 UTC
k~0.35 m?/s? and € ~ 0.0012 m?/s> near the surface.

When combined to produce an estimated integral length
scale, L = k3/2/£, as done in Fig 5(a), the integral scales are
found to be very large when the boundary layer is stable, on
the order of a 1 km for profiles measured before 13:00 UTC,
decreasing to L ~ 200 m for the convective conditions. The
corresponding Kolmogorov scale, shown in Fig 5(b), varies
between 6 mm and 1.5 mm over the same time period.

When the k and € measured during the flights correspond-
ing to Fig. 3(a) and (b) are used to model the scale-dependent
velocity variance through equations 3 to 7, the correspond-
ing estimate of representativeness error can be determined as
2(c6)'/?/|U|. The dependence of this value on Ax and Ar
is shown in Fig. 6(a) and (b) for the conditions equivalent to
those shown in Fig. 3(a) and (b).

It is apparent that the scale dependence of the modeled
representativeness error accurately captures the corresponding
scale dependence of the measured results. Hence, considering
that both complex and agricultural topography are represented,
the representativeness error within the boundary layer can be
approximated as a manifestation of the turbulence that is pro-
duced by the terrain and can be expected to therefore depend
on local boundary conditions, including the balance between
mechanical and buoyant turbulent production.

However, there are some structural differences that can
be observed between Figs. 6 and 3, including the overall mag-
nitude of the modeled representativeness error. Notably, the
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Figure 5. (a) Estimated integral length scale and (b) Kol-

mogorov length scale derived from k and € measured as a
function of altitude and time of day. For this measurement,
the atmospheric boundary layer transitions from stable to con-
vective conditions between 12:00 UTC and 14:00 UTC.

maximum modeled representativeness error for the complex
terrain is 40%, which corresponds to the maximum measured
value (occurring at the largest Ax and Ar) for the same case.
However, for the agricultural case, the modeled error maxi-
mum is 35%, whereas the measured value was closer to 45%.
It is suspected that this may be due inaccuracy in the deter-
mination of k and € from the sSUAS measurements and further
work is being conducted to refine these estimates.

Regardless, the results shown in Fig. 6 are promising, and
suggest that the approach presented in equations 3 through
7 can provide reasonable estimates of representativeness er-
ror for use in operational data assimilation. To expand this
model to the scalars corresponding to heat and moisture con-
tent, we can treat them as being passively transported by the
turbulence. If this is the case, then a similarly structured
wavenumber spectrum should exist for concentration of the
scalar (e.g. heat and moisture), with an inertial subrange ana-
log to Kolmogorov’s inertial cascade. If we assume that the
ratio of scalar-to-momentum fluctuations in the inertial sub-
range persists throughout the entire wavenumber range, then
we can scale the turbulent model for wind velocity fluctuations
to model the fluctuations of different passive scalars. Prelim-
inary results (not shown) suggest that this approach produces
reasonable approximations of the scale-dependent uncertainty
of temperature and vapor mixing ratio, although further work
is required to correctly capture the amplitude of the error.
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Figure 6. Estimated 95% error of U (in percent of absolute
value) modeled from & and € as a function of Ax; and Az. Dif-
ferent surfaces represent different transect directions for each

aircraft.

CONCLUSIONS

The results of this study suggest that it is possible to
model the influence of boundary conditions on the uncertainty
associated with assuming a single measured profile represents
the average value within a numerical grid cell at a single time
step. Although only results for mean velocity have been pre-
sented here, this process can be extended to scalar values (e.g.
temperature and moisture content) by using similar spectral
models for these quantities. Additionally, measurements con-
ducted to assess the influence of altitude and boundary layer
stability on these uncertainty measurements, have shown that
boundary layer stability plays a significant roll on the the rep-
resentativeness error, with stable conditions resulting in negli-
gible representativeness error.

The objective of these measurements is to develop an
uncertainty model which can be implemented in ensemble
Kalman filter data assimilation schemes as employed in large
eddy simulations of micrometeorological and atmospheric
boundary layer processes. In this regard, the approach pre-
sented would be implemented by using the estimated values
of turbulent kinetic energy and dissipation rate, extracted from
the numerical prediction itself. Additional work will be re-
quired to determine if proxy Kolmogorov and integral length
scales can be used for numerical simulations where this infor-

mation is not readily available.
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