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ABSTRACT

Cavity flow oscillations induced by high-speed flows are
encountered in many engineering applications. Open cav-
ity flows are associated with strong fluctuations of veloc-
ity/pressure with both tonal and broadband content. To study
the dynamics of high-speed cavity flows, time-resolved veloc-
ity/pressure measurements can be obtained using high-speed
optical methods or sensors. To study compressibility effects
relating velocity/pressure coupling of high subsonic cavity
flows, time-resolved Particle Image Velocimetry (PIV) and
density measurements can be utilized. However, the equip-
ment for time-resolved optical measurements is often cost-
prohibitive, and high-speed cameras have relatively low res-
olution. In our previous study (Zhang et al., 2020), we de-
veloped a spectral analysis modal method (SAMM) to obtain
the dynamics of the velocity field from synchronized non-
time-resolved PIV and time-resolved surface pressure mea-
surements for the cavity flow at Mach 0.6. In addition to the
SAMM method on the PIV and surface-pressure data, we uti-
lize the same method to obtain the correlation between the
density field obtained from quantitative Schlieren and time-
resolved surface pressure measurements of the same cavity
flow at Mach 0.6. The reduced order modeling of velocity
and density fields are consequentially linked using the surface
pressure. The results quantify the relationship between the
density and pressure with the coherent vortical structures in
the flow field at the Rossiter frequencies.

Introduction

Flow over open cavities represents a fundamental class of
flows dominated by feedback resonant phenomena (Rossiter,
1964; Tam & Block, 1978; Rockwell & Naudascher, 1978).
From an applied perspective, flows over open cavities exist on
many military aircraft in weapons bays and wheel wells. The
associated oscillations are often detrimental to aircraft oper-
ations. Cavity flows are characterized by velocity and pres-
sure spectra with broadband and tonal components. In cavity
flows, the fluctuating surface pressures are driven by the fluid-
acoustic interaction between the shear layer emanating from
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the leading edge and the acoustic source at the aft wall of the
cavity due to the shear layer impingement. This feedback loop
results in characteristic intense tonal peaks, often referred to
as Rossiter modes (Rossiter, 1964).

Generally speaking, the frequency of these modes is on
the order of kHz in small-scale wind tunnel models at sub-
sonic or supersonic speeds. Both time-resolved PIV and
Schlieren/shadowgraph are feasible to obtain the dynamics
of the quantitative velocity and semi-quantitative spanwise-
averaged density fields. While time-resolved velocity fields
can be obtained from PIV measurements, time-resolved mea-
surements of density fields to study compressibility effects are
still challenging in high-speed cavity flows. The limitations
are the high sampling rate to satisfy the Nyquist criterion and
the short exposure time to ‘freeze’ the flow. In addition, the
resolution and dynamic range of high-speed cameras also im-
pose limitations. We conducted simultaneous time-resolved
PIV, Schlieren, and surface-pressure measurements in our pre-
vious attempt. Although the velocity measurements were suc-
cessful, the seeding particles contaminated the Schlieren mea-
surements. Therefore, the PIV and Schlieren measurements
have to be performed independently.

The idea of recovering time-resolved data using synchro-
nized non-time-resolved and time-resolved measurements is
not new, for example, variants of stochastic estimation (lin-
ear, quadratic, or spectral) (Adrian, 1979; Murray & Ukeiley,
2003; Taylor & Glauser, 2004; Tinney et al., 2006; Durgesh
& Naughton, 2010). These methods generally aim to recover
the data in the time domain. In Zhang ef al. (2020), the modal
decomposition method is directly performed in the frequency
domain, in which the dynamically coherent velocity modes
calculated from a low sampling rate (15 Hz) PIV agreed with
the time-resolved PIV measurements sampled at 16 kHz. The
method is based on obtaining velocity and pressure correla-
tions combined with conditional spectral analysis. Therefore,
to study the dynamics of the density field, we perform syn-
chronized low sampling rate quantitative Schlieren and time-
resolved surface pressure measurements to obtain the cou-
pling between the density field and surface fluctuating pres-
sure. The surface-pressure measurements, common to both
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measurements, then serve as a ‘bridge’ to link the dynamics of
the velocity field and the density flow field.

Experimental Setup

The experiments were carried out at the Florida Center for
Advanced Aero-Propulsion at Florida State University. The
details of the wind tunnel facility and the cavity model can be
found in Zhang et al. (2020). In brief, the cavity model has a
dimension of L/D = 6 and full-span width W /D = 3.85, and
the flow condition is Mach 0.6. The experimental arrangement
in the current study includes two setups, i.e., PIV (Figure 1a)
or Schlieren (Figure 1b), both with synchronous surface fluc-
tuating pressure measurements.

Two-component, planar PIV is performed to obtain the
streamwise flow field in the (¥ —¥) plane along the center
plane of the cavity. A double-pulse Evergreen Nd:YAG laser
(EVGO00200) produces laser pulses at a repetition rate of 15
Hz. The beams travel through a series of optics and pass
through the transparent cavity floor, resulting in a laser sheet
with a thickness of approximately 1.5 mm. The sheet illu-
minates seeding particles injected upstream of the stagnation
chamber using Rosco fog fluid. One Imager sSCMOS camera
with 2560 x 2160 pixels, equipped with a Nikon 105 mm lens
and a 532 nm bandpass filter, is oriented with its optical axis
normal to the laser sheet. Calibration is performed using a
LaVision 3D target prior to the measurements. A total number
of 5959 snapshots are acquired. Data processing is performed
using a multipass scheme with a window size ranging from
128128 to 32x32 pixels and a 75% overlap in DaVis 8.4.
The data are post-processed to remove the outliers first in the
DaVis software and then using multi-variate outlier detection
(Griffin et al., 2010) in Matlab. The removed outlier vectors
are filled using a Proper Orthogonal Decomposition (POD)-
based gappy-PIV method (Venturi & Karniadakis, 2004; Mur-
ray & Ukeiley, 2006). The resulting vector resolution is ap-
proximately 2 vectors/mm.

A conventional Z-type Schlieren is used to visualize the
density gradient field. The light from the pulsed customized
LED passes through a F/2 50 mm achromatic lens to fo-
cus on a rectangular slit. The light diverges onto the first
F /6 2320 mm parabolic mirror to produce a collimated beam.
Two surface mirrors pass the collimated beam through the test
section to the second parabolic mirror. The parabolic mirror
directs the light beam on a horizontal knife edge, followed
by a Prosilica GT 4905 camera. During the experiments, the
Schlieren LED is triggered for 5 us exposure time at a repeti-
tion rate of 13 Hz.

In order to obtain quantitative results, the knife edge
cut-off is calibrated before the measurements (Garg &
Cattafesta III, 2001). The knife edge is set horizontally; hence
the density gradient of the flow field in the vertical direction
(dp/dy) is captured. The knife edge is traversed vertically and
the images progress from dark to bright. The Schlieren image
at each knife edge vertical location is recorded. A linear fit is
used to obtain the relationship between the light intensity and
the knife edge location for each pixel, and an example is shown
in Figure 2a. For each instantaneous image, the pixel intensi-
ties are converted to the deflection of light based on the cali-
bration. Using the Gladstone-Dale law and geometrical optics,
the density gradient in the vertical direction can be calculated
via

ap Ay
=R T (1
ay SfocalkW

where Ay is the light deflection in the vertical direction, ffoca)
is the parabolic mirror focal length, k is the Gladstone-Dale
constant, and W is the test section width. The density of the
compressible flow at Mach 0.6 is first calculated using the isen-
tropic equations and the ideal gas law with measured P,, P,
and Tp. Assuming the time-averaged density is constant in the
freestream at the top boundary, the density field is obtained by
integrating from the top boundary to the bottom of the cav-
ity. Figure 2b shows an example of the resulting instantaneous
density field, in which the wavy shear layer and the large den-
sity gradient near the cavity trailing edge vicinity are well re-
solved. A total number of 8125 density snapshots are obtained.

In both experiments, the surface fluctuating pressure data
from 3 Kulite sensors are acquired simultaneously at a sam-
pling rate of 25.6 kHz using an NI-4462 card. Three Kulite
sensors (two XTE190 and one XT190) are located at front
floor (FF, ¥=1.5), aft floor (AF, ¥ = 4.5), and middle of aft
wall (AW), respectively. The laser pulse signal is captured
by a photodetector in the PIV measurement, while the LED
trigger is recorded in the Schlieren experiment along with the
unsteady pressure data simultaneously, a critical step for the
SAMM technique (Zhang et al., 2020).

1 Methodology

Details of the SAMM algorithm is provided in Zhang
et al. (2020). The current paper adopts the same terminology,
where x is the pressure input while y is the velocity/density
output. For the multi-input/multi-out (MIMO) model in the
frequency domain, we have

Gy, = HG,, H', ©))

where Gyiy,- is the estimated cross-spectral density of the out-
puts, H is the transfer function of the MIMO system, and G,/r,- X
is the complex conjugate of the cross-spectral density of the
inputs. The procedure for computing the cross-spectral den-
sity matrix and the transfer function is detailed in Zhang et al.
(2020), which are achieved by performing discrete Fourier
transform on the cross-correlation R,y between inputs and out-
puts and the cross-correlation Ry,y; between inputs. Because
Gy, X; is a Hermitian matrix, the above equation can be rewrit-
ten by applying an eigenvalue decomposition to Gy,y; as

Gyy, = HAG,A'H' = Hy,, G\ H, 3)

yw:*

where the diagonal matrix Gy, contains the eigenvalues rep-
resenting the ranked energy of the modes, and the left eigen-
vector Hy,, represents the corresponding ranked modes.

Since only the dominant dynamic contents are of interest,
the peak levels of the power-spectral-density (diagonal terms)
of GAyiy/. can be equivalently reproduced using the superposi-
tion of delta functions at the Rossiter frequencies. Therefore,
in the time domain, these oscillatory structures are essentially
the superposition of Fourier components at these specific fre-
quencies. By retaining only the highest rank-one mode, the
reduced order modeling of the flow fields can be expressed as

4
() =5+ Z \/ 2(A;yy sin(27fit + ;)
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Figure 1: Experimental arrangement
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Figure 2: Example of quantitative schlieren. ¥ and y are the nondimensional coordinates.

where y is the time-averaged flow field, Gy, is the energy
of ' mode, f; is the frequency of the corresponding Rossiter
mode, and the initial phase angle ¢; is obtained from the phase
of the mode in Hjy,. This reduced-order reconstruction pro-
vides an instantaneous flow field by only using the coherent
oscillatory structures, a generic expression for either the ve-
locity or density field.

Results

The sound pressure level (SPL) of pressure fluctuations at
three sensor locations are shown in Figure 3. The SPL tends to
increase from upstream to downstream, and tonal peaks are ob-
served at all sensor locations. As demonstrated in Zhang et al.
(2020), due to the dominant global modes of cavity flows, two
pressure sensors (the minimum number for a MIMO system)
are sufficient for obtaining the dynamically coherent modes

(almost identical). In the current case, the FF and AF sensors
are chosen as the inputs X. When the downsampled pressure
data at the third sensor (AW) are chosen as the output, SAMM
provides a reduced-order model of the pressure signature on
the cavity aft wall. Figure 4 shows the reduced-order recon-
struction of the AW pressure spectra using Equation 3 by only
keeping the rank-1 eigenvalue and eigenvector. The rank-1
mode contains most of the energy. Therefore, the tonal peak
levels are closely matched at Rossiter frequencies, while the
broadband frequencies are less accurate. This is an inherent
limitation of SAMM because only the tonal components of the
inputs and outputs exhibit strong correlations. Thus the em-
bedded information in the output can be recovered.

The velocity modes corresponding to the first four
Rossiter frequencies, with the 4th mode at approximately 2
kHz, are provided in Figure 5. These modes are almost identi-
cal to the Spectral POD ((Lumley, 1967; Towne et al., 2018))
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uPa). FF: front floor, AF: aft floor, AW: aft
wall. The dashed lines indicate the estimated Rossiter
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Figure 4: Reduced order reconstruction of the pressure
spectra on the cavity aft wall. The dashed lines indicate
the estimated Rossiter frequencies.

modes from the time-resolved PIV measurements sampled at
16 kHz (Zhang et al., 2020). Both u and v modes exhibit
the typical characteristics of the shear layer modes induced by
the Kevin-Helmholtz instability. As frequency increases, the
wavelength of the coherent structures becomes smaller. The
modal shapes have more noise in modes 1 and 4, which are
due to the lower signal-to-noise ratio compared with modes 2
and 3 (referring to Figure 4 for the tonal peak levels). It should
be noted that, besides the modes shown in this paper, modes
of any flow quantity derived from known parameters can be
obtained using the same method.

Phase information is needed to link the velocity field to
the density field from two independent measurements. Be-
cause the phase information is preserved in the cross-spectral
density G,y between the input and output, this guarantees the
phase of output Y (velocity, density, or pressure) with respect
to the input X (pressure) is consistent even though these two
experiments are performed independently (assuming stationar-
ity). Then Equation 4 can be used to reconstruct the temporal
evolution of each mode only using the corresponding mode.
For example, the spanwise vorticity and density fields at the
same time instance in each mode cycle are produced and are
compared in Figure 6. In addition, the level of the pressure

fluctuations of each Rossiter mode at three sensor locations at
the same time instance are shown. The density modes from
the quantitative Schlieren are necessarily integrated along the
spanwise width of the shear layer, unlike the velocity modes
obtained in the central plane. Another difference is that larger-
scale waves radiating from the cavity trailing edge to the up-
stream are also observed, which are not observed in the veloc-
ity modes.

In Figure 6, for the evolution of flow fluctuation in the
time domain, the time instance is selected at a phase of 0, /2,
7, and 37 /2, respectively, from left to right. For Rossiter mode
1 (Figure 6a), there is only one large positive vortical structure
located at ¥ = 4 at phase 0. At this time, a compression re-
gion (positive density fluctuation) of the flow is observed in
the vicinity of the cavity aft wall. When this vortical structure
travels to location ¥ = 5, a new stretched counter-rotating vor-
tical structure forms in the middle of the cavity. As the core
of the vortical structure with positive vorticity approaches the
aft wall, an expansion region (negative density fluctuation) is
observed near the cavity aft wall. The amplitude of the pres-
sure fluctuation is near its maximum at phases 7/2 and 37 /2
when the aft wall experiences something between compression
and expansion. The aft wall shows a positive pressure fluctua-
tion when the positive vorticity is approaching and vice versa.
The flow behavior is 180° out of phase in the latter two time
instances.

For Rossiter mode 2 (Figure 6b), the St is more than twice
that of the first mode, and there are more vortical structures
co-existing in the cavity. The border of compression and ex-
pansion regions almost coincides with the core of each vortical
structure. Consistent with the flow features in Rossiter mode
1, expansion occurs when a positive vorticity is followed by a
negative vorticity in the shear layer. Again, expansion of the
flow is associated with positive pressure fluctuations on the
cavity surface and vice versa. Although Rossiter mode 2 is the
dominant mode at ¥ = 4.5 and the aft wall, the Rossiter mode
2 level is the lowest among the Rossiter modes at ¥ = 1.5 loca-
tion (Figure 3). This implies this location is close to an acous-
tic node. Therefore, the pressure fluctuation of Rossiter mode
2 is lower than other modes at the ¥ = 1.5 location.

As the frequency increases in higher Rossiter modes,
more vortical structures are present inside the flow field, and
the vortical structures become more compact. The fluctuation
of the spanwise vorticity is initially stronger in the cavity’s
front half and then decays as the shear layer travels down-
stream. By tracing the location of vortex cores, the trajectory
is slightly above the cavity trailing edge for Rossiter modes 2-
3 (partially escaping), while the vortical structure is at almost
the same level as the trailing edge for Rossiter mode 1. Com-
paring the background pattern of the density fields for different
Rossiter modes, the wavelength is independent of S¢, which is
approximately 3.1D. These waves have a traveling speed close
to the speed of sound, indicating that these waves captured in
the Schlieren are acoustic waves emanating from the cavity
trailing edge. It should be noted that the current method only
demonstrates the relationship between velocity, density, and
pressure in a reduced-order manner. However, the real flow
field is a superposition of all modes and broadband turbulence.

Conclusions

Two experiments, PIV and quantitative Schlieren, are per-
formed independently, along with fluctuating surface pressure
measurements inside a cavity flow at Mach 0.6. Both PIV and
Schlieren data are sampled at a significantly lower rate than
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Figure 5: Velocity modes for the first four Rossiter modes at Mach 0.6 obtained from SAMM.

the Nyquist frequency that is required to resolve the flow dy-
namics, while the surface fluctuating pressure measurements
are time-resolved. Ultilizing SAMM, the embedded informa-
tion of the flow dynamics in the PIV and Schlieren data are
recovered, which leads to the reduced-order reconstruction of
the velocity and density flow fields in the time domain.

The velocity modes show the expected characteristics of
the shear layer, while the coherent structures of the density
modes are confined to spanning the shear layer across the cav-
ity opening due to the integrative nature of Schlieren. In addi-
tion, acoustic waves traveling upstream from the cavity trail-
ing edge as the feedback mechanism is observed in the density
modes, which is not observable in the velocity modes. Be-
cause the phase information is contained in the cross-spectra
between the inputs and outputs, the link between the output
velocity and density is established through the input pressure.
The evolution of the spanwise vorticity fluctuation and density
fluctuation in the time domain for each Rossiter frequency is
compared with the pressure fluctuation on the aft wall. The ex-
pansion and compression regions of the flow field can be iden-
tified, along with the coherent vortical structures in the shear
layer. The relationship between these flow features and the
vortical structures is revealed and is consistent for all Rossiter
frequencies.

This study extended the use of SAMM to provide an al-
ternative way to study the high-frequency dynamics of the co-
herent structures in the flow field. The reduced-order recon-
struction isolates the flow component at different frequencies.
Interestingly, the relationship between the flow structure and
the pressure signature can be utilized for closed-loop control,
which will be further explored in future work.
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