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ABSTRACT

The Squire transformation, which is based on the tem-
poral stability framework and which proves that the critical
Reynolds number of 2D modes is always smaller than that
of 3D modes, is extended to the spatial stability framework.
Based on this extension, spatially developing 3D oblique
modes can be formulated. A key result is that, in contrast to
the classical Squire theorem, critical Reynolds numbers of 3D
modes exist that may be lower than those for 2D modes. An
instability condition is formulated in terms of the group ve-
locity of each mode, that requires that the perturbation energy
must always be transported in the direction of the increasing
mode to represent an instability. The instability condition for
3D is formulated based solely on the corresponding 2D quan-
tities. The spatial linear stability eigenvalue problem of plane
Couette flow is investigated, and we show that both spatially
unstable 2D and 3D modes exist for it.

INTRODUCTION

Plane Couette flow is assumed to be linearly stable at
all Reynolds numbers. It was proven by Romanov (1973)
that there are no (temporally) growing perturbations for any
Reynolds number. In contrast, transition and turbulence is ob-
served in experiments, for example by Tillmark & Alfreds-
son (1992), Daviaud et al. (1992), and Tillmark & Alfredsson
(1993).

In his famous theorem, Squire (1933) elegantly proved
that for parallel shear flows, 2D perturbations are more unsta-
ble than 3D perturbations in the case of (temporal) perturba-
tions, i.e. they become unstable at smaller Reynolds number.
This allows to consider only the 2D (temporal) perturbations
in the stability analysis.

Interestingly enough, in the transition from laminar to tur-
bulent flow, three-dimensional oblique structures have been
observed in multiple canonical flows such as plane Couette
flow, Taylor-Couette flow or plane Poiseuille flow (Prigent
et al., 2003; Tuckerman & Barkley, 2011; Tuckerman et al.,
2020).

The theory of spatially evolving 3D oblique modes pro-
posed here tries to reconcile the apparent gap between the
experimental instability and the theoretical (temporal) linear
stability of plane Couette flow, as well as to describe oblique
structures appearing in the transition from laminar to turbulent
plane Couette flow, by extending the temporal stability theory
to the spatial stability framework.

GOVERNING EQUATIONS
Let the motion of an incompressible Newtonian fluid be

governed by the set of dimensionless Navier-Stokes equations

∇ · u = 0, (1a)
∂u

∂t
+ (u ·∇)u = −∇p+

1

Re
∆u with Re :=

ϱU0L

µ
,

(1b)

where u, p and Re denote the velocity field, the pressure field
and the Reynolds number, which consists of the fluid density
ϱ, the dynamic viscosity µ, a characteristic velocity U0 and a
characteristic length scale L.

In linear stability theory, the velocity field and the pres-
sure field are assumed to be composed of laminar base fields
U and P , which are superimposed with perturbation fields u′

and p′ with infinitesimal magnitude of order ϵ and higher-order
terms

u = U + ϵu′ +O(ϵ2), (2a)

p = P + ϵp′ +O(ϵ2). (2b)

Inserting this assumption into the Navier-Stokes equa-
tions (1) leads to the following set of equations sorted by order
of ϵ

O(ϵ0) : ∇ ·U = 0, (3a)
∂U

∂t
+ (U ·∇)U = −∇P +

1

Re
∆U ,

(3b)

O(ϵ1) : ∇ · u′ = 0, (3c)

∂u′

∂t
+ (U ·∇)u′ + (u′ ·∇)U = −∇p′ +

1

Re
∆u′,

(3d)

where terms of second and higher order are neglected.
Let a Cartesian coordinate system with coordinates

(x, y, z) be introduced with U = (U, V,W ) as the laminar
base flow components and u′ = (u′, v′, w′) as the velocity
perturbations. In parallel shear flows, the base flow consists
of one velocity component depending only on the wall-normal
coordinate y, i.e. U = (U(y), 0, 0). Inserting this into the
set of governing equations (3c) and (3d), a single fourth-order
differential equations in terms of the velocity perturbation in
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y-direction, v′ can be generated

[(
∂

∂t
+ U

∂

∂x

)
∆− d2U

dy2

∂

∂x
− 1

Re
∆2

]
v′ = 0. (4)

Let this function v′ be reformulated by a normal mode
approach consisting of a y-dependent amplitude function ṽ and
an exponential of angular wave numbers α, β in x-, z-direction
and an angular wave frequency ω in time t

v′(x, y, z, t) = ṽ(y)ei(αx+βz−ωt). (5)

This transforms the spatio-temporal PDE (4) into a
frequency-domain ODE, called the Orr-Sommerfeld equation

[
(iαU − iω)

(
d2

dy2
− (α2 + β2)

)
− iα

d2U

dy2

− 1

Re

(
d2

dy2
− (α2 + β2)

)2
]
ṽ = 0. (6)

(TEMPORAL) SQUIRE TRANSFORMATION
The classical Squire transformation assumes a temporal

stability framework with a complex wave frequency ω ∈ C,
ω = ωr + iωi and real wave numbers α, β ∈ R. This means
that the spatial distribution is assumed to be wave-like, with
the frequency ωr in time and wave numbers α, β in the x- and
z-directions, and the perturbation modes grow with positive ωi

or decay with negative ωi in time.
Let the Orr-Sommerfeld equation be formulated in 2D

and 3D by introducing respective indices indicating the dimen-
sions for the physical quantities, i.e. for 2D

[
(iα2DU − iω2D)

(
d2

dy2
− α2

2D

)
− iα2D

d2U

dy2

− 1

Re2D

(
d2

dy2
− α2

2D

)2
]
ṽ = 0, (7)

and for 3D

[
(iα3DU − iω3D)

(
d2

dy2
− (α2

3D + β2)

)
− iα3D

d2U

dy2

− 1

Re3D

(
d2

dy2
− (α2

3D + β2)

)2
]
ṽ = 0. (8)

It can be observed that both equations have the same pa-
rameter and hence the same solution space for the following
set of invariance transformations, i.e.

ω2DRe2D = ω3DRe3D, (9a)

α2DRe2D = α3DRe3D, (9b)

α2
2D = α2

3D + β2. (9c)

By introducing a scaling parameter ϕ between the 2D and
3D Reynolds numbers, the 3D quantities can be expressed by

the 2D quantities and vice versa

ϕ : =
Re3D
Re2D

, (10a)

ω3D =
ω2D

ϕ
, (10b)

α3D =
α2D

ϕ
, (10c)

β = ±
√

1− 1

ϕ2
α2D. (10d)

Since α, β ∈ R was assumed, it follows for the scaling
parameter that ϕ > 1. This means that for a 2D and a 3D flow
in the same solution space, the 3D flow has a higher Reynolds
number, or in other words: if there is a critical Reynolds num-
ber Re2D,cr in the 2D modes, it will always be lower than
the corresponding critical 3D Reynolds number Re3D,cr . This
leads back to Squire’s classical finding that the 2D modes are
temporally more unstable, or in other words become unstable
at smaller Reynolds numbers.

EXTENSION OF THE SQUIRE TRANSFORMA-
TION TO SPATIAL FRAMEWORK

To extend the Squire transformation, a spatial stability
framework is assumed with a real wave frequency ω ∈ R
and complex wave numbers α, β ∈ C, α = αr + iαi and
β = βr + iβi. For this case, the real wave parameters αr ,
βr and ω describe the harmonics in space and time, while
αi and βi stand for the growth or decay of the perturbation
mode in the x- and z-direction. A positive imaginary part of
the wave numbers corresponds here to spatial growth in neg-
ative x- and z-direction, while a negative imaginary part re-
spectively means spatial growth in positive x- and z-direction.

Comparing once again the Orr-Sommerfeld equation in
2D and 3D, both have again the same solution space for
the same set of invariance transformations as in the temporal
framework (9), but this time, the third condition (9c) can be
split into a real and an imaginary part, yielding overall

ω2DRe2D = ω3DRe3D, (11a)

α2DRe2D = α3DRe3D, (11b)

α2
2D,r − α2

2D,i = α2
3D,r − α2

3D,i + β2
r − β2

i , (11c)

α2D,rα2D,i = α3D,rα3D,i + βrβi. (11d)

By introducing the same scaling parameter ϕ as in the
temporal stability framework, the 3D quantities can now be
expressed again in terms of the 2D quantities and vice versa,

ω3D =
ω2D

ϕ
, (12a)

α3D =
α2D

ϕ
, (12b)

β =


±
√

1− 1

ϕ2
α2D for ϕ > 1, (12c)

∓i

√
1

ϕ2
− 1α2D for ϕ < 1. (12d)

Now, there are two possible solution branches for β, de-
pending on whether ϕ > 1 or ϕ < 1. The physically interest-
ing case is ϕ < 1, as this indicates the case, that a 2D flow has
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a higher Reynolds number than a 3D flow in the same solution
space, or in other words: if there is a critical Reynolds num-
ber, it can appear first in 3D, as the 3D modes may be spatially
more unstable. Only this case is investigated further on.

It is interesting to note that in this case, in the formu-
lation for β for ϕ < 1, the real and imaginary parts of
α2D swap roles, i.e. βr = ±

√
1/ϕ2 − 1α2D,i and βi =

∓
√

1/ϕ2 − 1α2D,r .
Since it is easier to compute eigenvalues or construct the

analytical solution in 2D, the further investigated 3D modes
are expressed by their corresponding 2D modes.

In contrast to temporal instabilities, the spatial growth
rates αi and βi alone are not sufficient to decide on instabil-
ity in the case of spatial instabilities. For spatial instabilities,
the group velocity is an important property, i.e. the veloc-
ity at which energy is conveyed along a wave. There have
been two competing definitions of this group velocity cg , ap-
plicable to two distinct physical problems (Criminale et al.,
2010). Whereas ∂ω/∂αr is widely used in the context of
Gaster’s transformation, linking temporal and spacial growth
in the vicinity of the neutral stability line αi ≈ 0, we propose
the definition cg = ℜ (∂ω/∂α) when considering stability in
a region with significant exponents αi ≶ 0. This definition de-
notes a derivative of a real ω according to a complex α, which
results in a generally complex expression and of which the real
part ℜ is taken. The reason for this definition is, that the former
definition, contrary to what one might spontaneously assume,
will generally be a complex number. That is by the Cauchy-
Riemann equations and the uniqueness of the underlying limit,
defining the complex derivative,

∂ω

∂α
= lim

h→0

ω(α+ h)− ω(α)

h
=

∂ω

∂αr
=

∂ω

∂(iαi)
, (13)

for arbitrary h ∈ C. However, the current study requires a
real-valued quantity to assess the direction of energy transport.

The derivative ∂ω/∂α can be constructed from a first-
order Taylor expansion of a complex dispersion relation D =
0

∂ω

∂α
= −

∂D
∂α
∂D
∂ω

. (14)

The key instability condition implies that the group ve-
locity must be in the direction of spatial growth. In 2D, the di-
rection of wave propagation as well as growth/decay can only
be in x-direction. Growth in the positive x-direction refers to
a negative αi and instability also implies that the group ve-
locity cg is in the same direction, i.e. in positive x-direction.
For growth in the negative x-direction, both signs are reversed,
i.e. the product of the two must always be negative for insta-
bility, i.e. we find

ℜ
(
∂ω2D

∂α2D

)
α2D,i < 0. (15)

For the 3D instability condition, the wave number vector
as well as the group velocity vector consist of two components
in the (x, z)-plane, which are transformed according to the ex-

tended Squire transformation (12)

(
α3D

β

)
=

( 1
ϕ
α2D

∓i
√

1
ϕ2 − 1α2D

)
, (16a)

(
∂ω3D
∂α3D
∂ω3D
∂β

)
=

( ∂ω2D
∂α2D

∓ 1

i
√

1−ϕ2

∂ω2D
∂α2D

)
. (16b)

For a spatial 3D stability analysis, an oblique neutral sta-
bility line (NSL) is defined by

α3D,ix+ βiz = 0, (17)

along which there is neither growth nor decay (see Figure 1),
so that a corresponding neutral stability angle can be formu-
lated as

tan θNSL = − βi

α3D,i
= ±

√
1− ϕ2

α2D,r

α2D,i
, (18)

i.e. the angle is obviously still inherently dependent on ϕ.

Figure 1. 3D oblique mode in plane Couette flow with areas
of growth (red), decay (green) and the neutral stability line
(NSL). Exemplary here: αi > 0, βi < 0 and artificially set
αr = βr = 0 to increase visibility.

The above definitions show that for the 3D case, growth
can only occur perpendicular to the NSL, and we want to in-
troduce a correspondingly rotated coordinate system. Let the
coordinate system rotate in the mathematically positive orien-
tation around the y-axis with the neutral stability angle θNSL,
so that the z̃-axis falls onto the neutral stability line (Figure 2).

(
x̃
z̃

)
=

(
cos θNSL − sin θNSL

sin θNSL cos θNSL

)(
x
z

)
. (19)

The corresponding wave numbers in the new coordinate
system take the form

(
α̃3D

β̃

)
=

(
cos θNSL − sin θNSL

sin θNSL cos θNSL

)(
α3D

β

)
. (20)

Based on this, and per definition, spatial growth/decay
only exists in x̃-direction, and a condition similar to the 2D
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Figure 2. Rotation of the (x, z)-plane around the y-axis with
the angle θNSL so that spatial growth/decay only exists in x̃-
direction.

instability condition (15) can be formulated as

ℜ
(
∂ω3D

∂α̃3D

)
α̃3D,i < 0. (21)

Inserting the transformation of the wave numbers between
the two coordinate systems, (20), into (21) gives the group-
velocity based instability condition for the 3D case in the orig-
inal coordinate system

[
ℜ
(
∂ω3D

∂α3D

)
cos θNSL −ℜ

(
∂ω3D

∂β

)
sin θNSL

]
· (α3D,i cos θNSL − βi sin θNSL) < 0.

(22)

Furthermore, if the 3D quantities are replaced by the 2D quan-
tities according to the relationships in (16a) and (16b) and the
neutral stability angle θNSL given in (18) is used, the follow-
ing 3D instability condition results

[
(1− ϕ2)α2

2D,r + α2
2D,i

]
·
[
ℜ
(
∂ω2D

∂α2D

)
α2D,i + ℑ

(
∂ω2D

∂α2D

)
α2D,r

]
< 0, (23)

where ℑ refers to the imaginary part of its argument,
As we here assumed 0 < ϕ < 1, the expression in the

first bracket always remains positive, so that this 3D instability
condition is reduced to

ℜ
(
∂ω2D

∂α2D

)
α2D,i + ℑ

(
∂ω2D

∂α2D

)
α2D,r < 0. (24)

The first summand of (24) is equal to the 2D instability
condition (15) and represents a condition for instability in the
x-direction, while the second summand represents a condition
for instability in the z-direction.

The significance of the combination of growth and decay
in the two directions x and z is best seen in Figure 1, where one
can see a decay in the positive x-direction, but growth in the
positive z-direction. An instability is obviously only present,
if the group velocity has a portion that points in the direction of
overall growth, i.e. in the negative direction of x̃ when the new
coordinate system is introduced according to Figure 2. This is
the central statement of the group velocity condition (24) for
3D modes.

PLANE COUETTE FLOW: EIGENVALUE PROB-
LEM

As a first test case, we want to investigate whether 3D
oblique modes exist for the plane Couette flow. This flow is
special since no unstable temporally evolving 2D modes are
known for it - presumably they do not exist. Here, we will
investigate spatially evolving 2D modes by solving the cor-
responding eigenvalue problem and checking whether the 3D
instability condition (24) is fulfilled for the respective mode.

The Couette geometry defines a shear flow between two
parallel walls with a distance h, where the upper wall is mov-
ing tangentially in positive x-direction with the velocity Uw,
while no pressure gradient is applied. Hence, we employ
L = h and U0 = Uw for non-dimensionalization. The no-slip
boundary conditions on both walls then yield a linear velocity
profile U(y) = y. This eliminates the second-order derivative
term d2U/dy2 in the Orr-Sommerfeld equation (6).

With this, the Orr-Sommerfeld equation admits the exact
analytical solution for the eigenfunction ṽ(y) (see e.g. Reid,
1979), i.e.

ṽ(y) = C1e
ky − C2

2k

[
e−ky − eky

]
− C3

2k

[
e−kyQ1 − ekyQ2

]
− C4

2k

[
e−kyQ3 − ekyQ4

]
,

(25a)

with k2 = α2 + β2, and (25b)

Q1(y) :=

∫ y

0

eky̌Ai(σ) dy̌, Q2(y) :=

∫ y

0

e−ky̌Ai(σ) dy̌,

(25c)

Q3(y) :=

∫ y

0

eky̌Bi(σ) dy̌, Q4(y) :=

∫ y

0

e−ky̌Bi(σ) dy̌,

(25d)

and σ(y̌) :=
(−iαRe)

1
3
(
−αy̌Re+ ωRe+ ik2

)
αRe

, (25e)

where Ai,Bi denote the Airy functions. With the non-
permeable wall and the no-slip boundary conditions

ṽ(y = 0) = 0, ṽ(y = 1) = 0, (26a)
d

dy
ṽ(y = 0) = 0,

d

dy
ṽ(y = 1) = 0, (26b)

an eigenvalue problem can be formulated as


1 0 0 0

ek −e−k+ek

2k
−e−kQ̃1+ekQ̃2

2k
−e−kQ̃3+ekQ̃4

2k

k 1 0 0

kek e−k+ek

2
e−kQ̃1+ekQ̃2

2
e−kQ̃3+ekQ̃4

2


︸ ︷︷ ︸

D

·(C1, C2, C3, C4)
⊺ = (0, 0, 0, 0)⊺

(27)

with Q̃i = Qi(y = 1). This equation yields a non-trivial
solution only if the determinant of D vanishes, i.e. we obtain
the dispersion relation D for the plane Couette flow

D = detD = 0, (28)
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which can be thus be expressed as

D =

∫ 1

0

eky̌Ai(σ) dy̌

∫ 1

0

e−ky̌Bi(σ) dy̌

−
∫ 1

0

eky̌Bi(σ) dy̌

∫ 1

0

e−ky̌Ai(σ) dy̌ = 0. (29)

This eigenvalue problem is computed in 2D and then
transformed to 3D according to the extended Squire transfor-
mation (12), since it is easier to compute in 2D.

A highly accurate calculation scheme for computing the
eigenvalues is set up and consists of a two-stage algorithm. In
the first step, the eigenvalue spectrum for a given Re2D and
ω2D is numerically approximated by a Chebyshev collocation
method applied to (7) and (26), formulated by Sun (2020),
who modified the spatial stability collocation code of Schmid
& Henningson (2001) using Ye et al. (2016).

In order to obtain reliable and particularly precise eigen-
values in a second step, a reiteration scheme for the eigenval-
ues has been developed by Laux (2023) using Muller’s method
for complex root-finding (Muller, 1956), which at the same
time eliminates spurious modes that appear due to the colloca-
tion code. The code has been extended to arbitrary precision
arithmetic, i.e. an unrestricted number of decimal places, by a
combination of the programming languages, Julia (Bezanson
et al., 2017), and Python (van Rossum, 1995). The eigenvalues
α2D of the collocation method are inserted into the analytical
dispersion relation (29) D2D = 0, where only the integrals
in (29) have to be evaluated numerically, using a high arbi-
trary precision arithmetic of 128 decimal places by default.
The evaluation of these integrals is accepted, if the estimated
errors of these evaluations are smaller than the last decimal
place with which the calculations were performed. Otherwise,
the number of decimal places is increased, and the evaluation
of the integrals is performed again. Muller’s method iterates
the eigenvalues until the residuum of the dispersion relation
is considered negligibly small. Here, this is assumed when
the residuum is smaller than the last default decimal place, i.e.
smaller than 10−128.

In Figure 3, a large section of the reiterated eigenvalue
spectrum for the parameter combination Re2D = 350, ω2D =
0.1 is shown. Regions of eigenvalues have been given intuitive
names, i.e. there are two parabolic branches in the positive
imaginary half-plane, a linear branch in the negative imag-
inary half-plane, slightly inclined to the real axis, and two
hyperbolic branches in the negative imaginary half-plane.

In Figure 4, a section of the reiterated eigenvalue spec-
trum for Re2D = 2800 and varying ω2D near the origin is
shown. An angular wave frequency of ω2D = 0 would cor-
respond to an eigenvalue spectrum axisymmetric to the imag-
inary axis, but this describes a non-periodic phenomenon. A
positive ω2D breaks this symmetry by shifting the eigenvalues
to the right and a bit up with increasing ω2D .

In Figure 5, a section of the reiterated eigenvalue spec-
trum for varying Re2D and ω2D = 0.25 near the origin is
shown. With increasing Re2D , the eigenvalues are shifted to
the inside of the two parabolic branches.

In Figure 6, a section of the reiterated eigenvalue spec-
trum near the origin for the parameter combination Re2D =
2800 and ω2D = 0.1 is shown. Additionally, the eigenvalues
fulfilling the 2D and 3D instability condition (15) and (24) are
marked as unstable for 2D and 3D. The linear branch of eigen-
values is always unstable with both the 2D and 3D instability
condition. One eigenvalue in the negative real half-plane is

−10 −5 0 5 10

−200

0

200

α2D,r

α
2
D
,i

Figure 3. Reiterated eigenvalue spectrum for Re2D = 350,
ω2D = 0.1.

−1 −0.5 0 0.5 1 1.5 2
−10

0

10

20

α2D,r

α
2
D
,i

ω2D = 0.1
ω2D = 0.2
ω2D = 0.3
ω2D = 0.4

Figure 4. Reiterated eigenvalue spectrum for Re2D = 2800

and varying ω2D .

−0.5 0 0.5 1
−10

0

10

20

α2D,r

α
2
D
,i

Re2D = 2320
Re2D = 2640
Re2D = 2960
Re2D = 3280

Figure 5. Reiterated eigenvalue spectrum for varying Re2D
and ω2D = 0.25.

also unstable in both 2D and 3D. However, there is one eigen-
value in the positive imaginary half-plane that is stable in 2D
but becomes unstable with the 3D instability condition.
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−0.5 0 0.5 1 1.5
−10

0

10

20

α2D,r

α
2
D
,i

Reiterated eigenvalues
Unstable 2D eigenvalues
Unstable 3D eigenvalues

Figure 6. Reiterated eigenvalue spectrum for Re2D = 2800,
ω2D = 0.25, and unstable 2D and 3D eigenvalues based on
(15) and (24).

CONCLUSIONS AND OUTLOOK
By extending the Squire transformation to the spatial sta-

bility framework, it was shown that spatial instabilities in 3D
can appear at lower Reynolds numbers than in 2D and must
therefore be considered in the stability analysis. The extended
Squire transformation furthermore allows performing the 3D
stability analysis using the corresponding 2D quantities. The
group velocity as an important property of spatial stability has
been included in the considerations for an instability condition.
An instability condition for 3D has been formulated using the
corresponding 2D quantities.

By investigating the spatial linear stability eigenvalue
problem of plane Couette flow, it was shown that there exist
spatially growing 3D modes in the lower as well as in the up-
per half-plane of the complex α2D-plane. Some modes appear
to be unstable both in 2D and 3D, while other modes are sta-
ble for 2D, but unstable for 3D. This underlines the findings of
the extended Squire transformation that there might exist un-
stable 3D modes at lower critical Reynolds numbers than for
2D modes, i.e. modes at a given Reynolds number unstable in
3D but stable in 2D. A mode stable in 3D but unstable in 2D
has not been found yet.

The next step is to thoroughly investigate the parameter
space ω2D , Re2D and the scaling parameter ϕ, to find
eigenvalues corresponding to the experimentally observed
oblique structures in the transition from laminar to turbulent
state, and to perform DNS on these eigenvalues.

The authors would like to acknowledge Judith Schulz
for creating the beautiful Figures 1 and 2.
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