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ABSTRACT
In the fully rough regime, a rough-wall heat transfer co-

efficient, e.g. the roughness Stanton number, takes the form
Stk ∼ (k+)−pPr−m, but proposed values for p and m vary, giv-
ing diverse predictions. Here, k+ is the viscous-scaled rough-
ness size and Pr is the Prandtl number. To help clarify this, we
conduct direct numerical simulations of forced convection in a
rough-wall channel for Pr = 0.5, 1.0, and 2.0, sweeping from
transitional to fully rough conditions by varying k+. Minimal
channels are used, which resolve the roughness sublayer at af-
fordable cost enabling an extensive parametric study. In pre-
dicting the mean heat transfer, we find that our data favours the
so-called surface renewal phenomenology of Brutsaert (1975),
which predicts p = 1/4, m = 1/2 over the Reynolds–Analogy-
type phenomenologies, which predict p = 1/2 for the fully
rough regime. For the transitionally rough regime, conven-
tional understanding argues that turbulence retains a form sim-
ilar to that of a smooth wall flow except for an offset (Luchini,
1996). We show in our low-k+ data that these ideas, although
originally describing momentum transfer, can also generalize
well to turbulent heat transfer.

INTRODUCTION
In engineering and environmental applications, we often

encounter wall-bounded turbulent flows involving the trans-
port of passive scalars such as temperature or contaminants.
The wall is seldom smooth in practice and is instead rough,
causing drag and heat transfer enhancements. Heat transfer at
a solid surface occurs through molecular conduction which de-
pends on the thermal diffusivity of the fluid α and is accounted
for through the molecular Prandtl number Pr ≡ ν/α where ν

is the kinematic viscosity. In turbulent heat transfer, the influ-
ence of a rough-wall can be represented through intercepts to
the logarithmic temperature profile, Θ+ (Chung et al., 2021):

Θ
+ ≡ Θ

Θτ
=

1
κθ

log[(z−d)+]+Aθ (Pr)−∆Θ
+(k+,Pr) (1)

=
1

κθ

log[(z−d)/z0]+St−1
k (k+,Pr) (2)

=
1

κθ

log[(z−d)/ks]+g(k+,Pr) (3)

where Θ(z− d) is the mean temperature relative to the wall
which varies with wall-normal distance, z, and d represents a
virtual-origin offset such that z− d measures the wall-normal
distance from the virtual origin plane (Chung et al., 2021).
Here, κθ ≈ 0.46 and Θτ ≡ 〈qw〉/(ρcpUτ) is the friction tem-
perature with 〈qw〉 being the global heat flux defined on the
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Figure 1. The disparate predictions by heat transfer models
at Pr = 1.0 for heat-transfer augmentation ∆Θ+ in the fully
rough regime (k+s & 70). The models (solid lines) are tuned to
fit the trends of the high-k+s DNS (markers).

plan area, density ρ , specific heat capacity cp and global
friction velocity Uτ ≡

√
τw/ρ where τw is the wall shear

stress. The + superscripts denote normalizations on Θτ, Uτ,
and ν e.g. z+ ≡ zUτ/ν . The formulation of (1) represents
the effects of roughness through a heat transfer augmentation
∆Θ+(k+,Pr) relative to the smooth-wall intercept Aθ , and de-
pends on the roughness Reynolds number k+ ≡ kUτ/ν where
k is a representative roughness size. Equation (2) adopts the
roughness Stanton number Stk based on z0 coordinates (Kays
& Crawford, 1993), where z0 is defined by the logarithmic
mean velocity profile U+ = (1/κ) log[(z−d)/z0] with κ ≈ 0.4
(Brutsaert, 1982). Equation (3) uses the g-function defined
on the equivalent sand-grain roughness ks (Dipprey & Saber-
sky, 1963). Models for the fully rough regime usually have
the form St−1

k ∼ g ∼ (k+)pPrm, which have seen diverse pro-
posals for the exponents p = 0.20–0.50, m = 0.44–0.80, both
empirically and phenomenologically motivated (Chung et al.,
2021). The correct values to take for p and m remain am-
biguous (Li et al., 2020) and this difficulty is illustrated in fig-
ure 1 which shows fully rough models for Pr = 1.0. Each
model has coefficients which can be tuned to fit the high-k+s
direct numerical simulation (DNS) data, making inspection of
model trends alone insufficient in discerning the correct val-
ues to take for the exponents. Moreover, figure 1 presents data
for only a single working fluid (i.e. fixed Pr = 1.0) and thus
does not inform us as to how well the models generalize to ar-
bitrary working fluids. Rather than compare model trends, a
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Figure 2. (a) Channel flow schematic (not to scale). The
channel half-height h is measured from the sinusoid midplane.
(b) The present 3D sinusoids have amplitude k and fixed wave-
length λ = 7.1k.

more robust approach is instead, to test the physical assump-
tions which underpin these models against high-fidelity DNS
data. The difficulty in this approach however, lies in the strin-
gent computational cost associated with sweeping the (k+,Pr)
parameter space. Our present work will circumvent these dif-
ficulties through the use of minimal channels, which can ac-
curately resolve the roughness sublayer at affordable cost and
thereby measure the various log-intercepts in equations (1–3)
(MacDonald et al., 2019). With a comprehensive set of DNSs
available, we scrutinise some of the phenomenologies describ-
ing fully rough heat transfer. These phenomenologies fall into
two categories: the surface renewal phenomenology of Brut-
saert (1975) which proposes p = 1/4, m = 1/2 and Reynolds-
Analogy-type phenomenologies which propose p = 1/2 with
m = 2/3 or m = 3/4 (Owen & Thomson, 1963).

In the transitionally rough regime, characterized by low-
to-moderate values of k+, our conventional understanding of
this regime is one where the near-wall turbulence retains a
form similar to that of a smooth wall, except shifted by an
offset (Luchini, 1996). We will show in our low-k+ DNS that
some of these concepts can generalize well to the case of tur-
bulent heat transfer.

DIRECT NUMERICAL SIMULATIONS
We consider a channel flow as illustrated in figure 2(a)

and denote (x,y,z) as the streamwise, spanwise, and wall-
normal directions. We solve the incompressible Navier–Stokes
equations and the passive-scalar equation for the fluid temper-
ature, θ using a fourth-order finite-difference method. The
flow is forced at a constant mass flux, while the temperature
is driven through a streamwise-linearly-varying wall temper-
ature gradient. The roughness is a 3D sinusoid with semi-
amplitude k and wavelength λ = 7.1k (figure 2b), defined by
zw(x,y) = k cos(2πx/λ )cos(2πy/λ ) and is mirrored on the
top and bottom walls of the channel (figure 2). No-slip and
zero fluid–wall temperature contrast (θ = 0) conditions are
imposed through an immersed-boundary method. Our study
spans transitional cases at k+ ≈ 5.5 towards the fully rough
regime at k+≈ 111 for Prandtl numbers, Pr = 0.5, 1.0, all doc-
umented in table 1. The friction Reynolds number varies from
Reτ ≡ hUτ/ν = 395–2000 and the blockage ratio is h/k≥ 18.
Minimal channels are used, which truncate the domain lengths
Lx × Ly whilst resolving the roughness sublayer and for all
cases remain below the unphysical flow-region z = zc ≈ 0.4Ly
(MacDonald et al., 2019), thus enabling an extensive set
of 21 total rough-wall DNSs. Prescriptions for the domain

sizes follow from MacDonald et al. (2017). Namely, Lx ≥
max(3Ly,1000ν/Uτ,λ ) and Ly ≥ max(100ν/Uτ,k/0.4,2λ ).
The latter condition of Ly ≥ 2λ has been modified from Mac-
Donald et al. (2017) so as to ensure the unphysical region,
zc, lies above the roughness sublayer, which is approximately
zr ≈ λ/2 for our present sinusoids (Chan et al., 2018). Fur-
ther smooth-wall minimal channel DNSs were also conducted
at matched Reτ and domain sizes with those outlined in ta-
ble 1 to obtain domain-size-independent measures of the log-
intercepts in (1–3). For these log-intercept measurements to be
robust, we must measure from the virtual origin by account-
ing for a shift, d, (Chung et al., 2021). Presently, we have
defined d to be the upwards displacement from the sinusoid
midplane. For low-k+, d can be understood as a displacement
of smooth-wall turbulence, which can be obtained by shifting
the Reynolds shear stress profiles to collapse with a smooth
wall profile (Garcı́a-Mayoral et al., 2019). This approach
has been adopted for our k+ = [5.5,11,22] cases and yielded
d/k = [0.18,0.15,0.36]. At higher-k+, this method may no
longer hold as the near-wall turbulent structure differs greatly
from that of a smooth wall (Jiménez, 2004). Our approach here
has been to perform an ad-hoc tuning of d to give a best-fit to
the logarithmic slopes, κ ≈ 0.4, κθ ≈ 0.46 which yielded the
empirical fit d/k =−(k+/365)2 +(k+/213)+0.27 and is fit-
ted to our k+ = [33,40,56,111] cases. Measures for e.g. ∆Θ+

are then taken to be the difference between the smooth wall
and rough wall temperature profiles evaluated at the minimal
channel critical height: ∆Θ+ ≡Θ

+
smooth(z

+
c )−Θ

+
rough(z

+
c ) and

are provided in table 1. We also measured the roughness func-
tions at various heights above the roughness sublayer thick-
ness, zr ≈ λ/2 and below zc, which resulted in negligible vari-
ations for ∆Θ+ no greater than 0.3.

THE FULLY ROUGH REGIME
In figure 3(a), we present measurements of the g-

function in (3) against k+s coordinates where k+s = 2.7k+

for our present 3D sinusoids, obtained by collapsing fully
rough drag measurements with the Nikuradse curve: ∆U+ =
(1/0.4) log(k+s )− 3.5 (not shown) (Nikuradse, 1933). The
data is shown alongside the Pr = 0.7 DNS of MacDonald
et al. (2019) for identical 3D sinusoids (note that the present
data have a different ks/k due to different virtual origin treat-
ments), and the Pr = 1.2–5.9 data of Dipprey & Sabersky
(1963) for close-packed granular roughness. In the fully rough
regime, both roughness types favour p = 1/4 more closely
than p = 1/2 in g ∼ (k+)p ∼ (k+s )p. The empirical fits for
g ∼ (k+s )pPrm in figure 3(b) yield p = 0.20, m = 0.40, sim-
ilar to values of Dipprey & Sabersky (1963) and are close
to the analytical p = 1/4, m = 1/2 proposals of Brutsaert
(1975). We observe in figure 3(c) that plotting St−1

k ∼ g against
(z+0 )

1/4Pr1/2 is able to collapse the fully rough data onto a
single asymptote. Here, a switch is made from ks to z0 where
ks/z0 ≈ 30 in the fully rough regime, and z+0 ≈ 0.135 for a
smooth wall. Figure 3(c) then provides an overall view for
heat transfer, from smooth to fully rough under a variety of
working fluids. In figure 3(d), we show the roughness func-
tion ∆Θ+, which appears to plateau at k+s ≈ 100 before be-
ginning a gradual decrease. It is unclear whether this contin-
ual decrease of ∆Θ+ towards a negative value will eventually
occur, as this would imply a reduction in heat transfer rela-
tive to a smooth wall, which stands in contrast to conventional
understanding of rough-wall heat transfer (Kays & Crawford,
1993). The observed ∆Θ+ behaviour is also in contrast to drag
which increases with k+s according to the fully rough asymp-
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Reτ Pr h/k k+ L+
x L+

y Nx Ny Nz ∆x+ ∆y+ ∆z+b ∆z+t ∆U+ ∆Θ+

395 0.5 72 5.5 1091 156 768 128 420 1.42 1.22 0.26 5.55 1.5 0.3

395 1.0 72 5.5 1091 156 768 128 420 1.42 1.22 0.26 5.55 1.5 0.8

395 0.5 72 5.5 1091 156 768 128 560 1.42 1.22 0.21 3.89 1.5 1.9

395 0.5 36 11 1013 156 384 64 520 2.64 2.43 0.26 5.45 4.1 1.2

395 1.0 36 11 1013 156 384 64 520 2.64 2.43 0.26 5.45 4.1 2.9

395 1.0 36 11 1013 156 384 64 640 2.64 2.43 0.23 3.96 4.0 6.3

395 0.5 18 22 1091 312 192 64 660 5.68 4.87 0.28 5.54 6.7 2.0

395 1.0 18 22 1091 312 192 64 660 5.68 4.87 0.28 5.54 6.8 4.7

395 2.0 18 22 1091 312 192 64 660 4.26 2.43 0.24 3.76 6.9 8.9

590 0.5 18 33 1396 465 324 108 920 4.31 4.31 0.29 6.34 8.0 2.6

590 1.0 18 33 1396 465 324 108 920 4.31 4.31 0.29 6.34 8.0 5.0

590 2.0 18 33 1396 465 456 152 1120 3.06 3.06 0.25 5.00 8.0 9.0

720 0.5 18 40 1704 568 384 128 1180 4.44 4.44 0.29 5.59 8.4 2.7

720 1.0 18 40 1704 568 384 128 1180 4.44 4.44 0.29 5.59 8.6 5.2

720 2.0 18 40 1704 568 468 156 1360 3.64 3.64 0.25 5.12 8.5 9.1

1000 0.5 18 56 2367 789 576 192 1560 4.11 4.11 0.29 6.58 9.3 2.8

1000 1.0 18 56 2367 789 576 192 1560 4.11 4.11 0.29 6.58 9.6 5.2

1000 2.0 18 56 2367 789 512 384 1860 4.62 2.05 0.24 5.39 8.7 8.7

2000 0.5 18 111 4733 1578 1080 360 2700 4.38 4.38 0.29 10.6 10.9 2.8

2000 1.0 18 111 4733 1578 1080 360 2700 4.38 4.38 0.29 10.6 10.8 4.7

2000 2.0 18 111 4733 1578 1024 768 3200 4.62 2.05 0.25 8.58 11.0 7.1

Table 1. Table of simulations for the present study. Nx, Ny, and Nz are the number of grid points in the streamwise, spanwise, and
wall-normal directions, with uniform grid spacings ∆x+ and ∆y+, while the wall-normal grid spacing is given by the (constant) grid
spacing below the roughness crests ∆z+b and the spacing at the channel centreline ∆z+t .

tote: ∆U+ = (1/0.4) log(k+s )− 3.5 , owing to the dominance
of pressure drag, a phenomena which has no analogue in heat
transfer (Owen & Thomson, 1963). The velocity-temperature
dissimilarity in the fully rough regime is visualized in figure
4, which shows that the surface area is covered predominantly
by recirculated (u+ < 0) flow which mixes the temperature,
with the well-mixedness improving for higher Pr. The signifi-
cant temperature variations are confined primarily to the local
conductive sublayer thickness, which conforms to the rough-
ness topography shape as noted by MacDonald et al. (2019)
and becomes thinner with increasing Pr. The conductive sub-
layer is observed to be thinnest in windward faces, where
fluid impinges on the rough surface creating sharper veloc-
ity and temperature gradients and thereby, regions of higher
local heat-transfer (Peeters & Sandham, 2019). As noted in
Leonardi et al. (2015); Forooghi et al. (2018), at leeward faces
where low-speed, stagnant fluid resides, a well-mixed region
of temperature with small temperature gradients tends to form,
thereby producing the thicker conductive sublayers observed
in these regions (figure 4d– f ).

THE TRANSITIONALLY ROUGH REGIME
In the fully rough regime, we observed in figure 4 that

the conductive sublayer appears as a thin layer relative to the
roughness size and conforms to the roughness topography. In
the transitionally rough regime however, where k+ is low-
to-moderate, the roughness size k can be comparable to the
conductive sublayer thickness such that the conductive sub-
layer no longer conforms to the roughness topography like
in the fully rough regime. Instead, as illustrated in figure
5, the near-wall flow of low-k+ regimes retain a quiescent
state akin to that observed in the viscous–conductive regions
of a smooth wall flow. Here, we follow the idea of Luchini
(1996), arguing that the heat transfer augmentation, ∆Θ+, in
these regimes can be expressed through a displacement per-
ceived by the mean temperature, `Θ and a displacement of
the turbulence d, which, when accounted for, can collapse the
mean temperature with a smooth wall profile. The full pro-
cedure is illustrated in figure 6. Here, the displacement d,
as elaborated in Garcı́a-Mayoral et al. (2019) can be deter-
mined by collapsing the Reynolds shear stress profiles with
smooth wall profiles and here, we have assumed that the dis-
placement of the turbulence perceived by both the momentum
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Figure 3. Log-intercept measurements in equations (1–3). (a,b) Log-intercept g(k+s ,Pr) for present 3D sinusoids compared against
the Pr = 1.2–5.9 close-packed granular type roughness of Dipprey & Sabersky (1963), with empirical fits given in (b). Also included
are the Pr = 0.7 DNS of MacDonald et al. (2019) for identical 3D sinusoids. (c) The roughness Stanton number Stk on z0 coordinates,
presenting the behaviours of heat transfer from smooth (cθ ≈ 11.3) to fully rough, where the St−1

k ∼ (z+0 )
1/4Pr1/2 scaling of Brutsaert

(1975) predicts the fully rough data well. The square markers are smooth-wall DNS. (d) Heat transfer augmentation ∆Θ+ for the
present 3D sinusoids DNS. The error bars for high-k+s correspond virtual origin measurements at the sinusoid midplane and crests.
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Figure 4. (a–c) Instantaneous streamwise velocity contours at k+ ≈ 111 with contour levels at u+ = 0, 4 (white, black) to highlight
stagnant fluid regions and the slip velocity across the crests respectively. (d– f ) The corresponding temperature fields for Pr = 0.5–
2.0, where black lines trace instantaneous measurements of the local conductive sublayer, which tracks the regions where the local
temperature varies linearly.

and temperature fields are the same (i.e. dθ ≈ d). The mean
displacement location z = `Θ is measured relative to the sinu-
soid midplane and is defined as the distance where the mean
temperature reaches its wall value (Θ+ = 0) based on an ex-
trapolation of the mean temperature profile above the rough-
ness and within the conductive sublayer such that the temper-
ature gradient matches that of a smooth wall conductive sub-

layer: dΘ+/dz+ = Pr (figure 6b) (Kader, 1981). The frame-
work of Luchini (1996) proposes that measuring from the tur-
bulence origin (z− d)+ is what enables the rough-wall pro-
files to now follow the shape of a smooth-wall profile that
is situated at the turbulence origin, only offset by an amount
Θ

+
smooth−Θ

+
rough =∆Θ+ which is assumed to be a constant that

propagates into the log region. As illustrated in figure 6(c), the
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Figure 5. (a–c) Time-averaged velocity and (d– f ) temperature fields at k+ ≈ 5.5. The solid black lines overlay Stokes flow
calculations, which are converted to an equivalent wall-unit scaling via u+Stokes = [uStokes/(kStokesdU/dz|Stokes)]k+, θ

+
Stokes =

[θStokes/(kStokesdΘ/dz|Stokes)]Prk+. The Stokes subscripts denote values from the Stokes flow calculations and the mean profile gradi-
ents dU/dz, dΘ/dz are measured in the homogeneous region above the roughness. These transformations allow for matching with the
viscous–conductive gradients in the DNS, i.e., dU+

Stokes/dz+Stokes = 1, dΘ
+
Stokes/dz+Stokes = Pr with z+Stokes = (z/kStokes)k+. The white

lines locate the mean displacement origins of Stokes flow for (a–c) velocity, `+u =(`u/k)k+ and (d– f ) temperature, Pr`+
θ
=(`θ/k)Prk+.
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Figure 6. Schematic illustration of the virtual-origin framework in low-k+ flows. (a) Reference locations of the present terminology.
(b) An example rough-wall profile measured from the roughness mean height, z+, from which the mean temperature slip length `+

Θ
is

measured. (c) The virtual-origin shift being applied, now demonstrating the prediction ∆Θ+ = Pr(`+
Θ
− d+), which results from the

mean gradient constraint dΘ+/dz+ = Pr (compare gray triangles).

new location of the mean temperature origin is now (`Θ −d)+

when measuring from (z− d)+ and thus, with both smooth
and rough walls having matched gradients, dΘ+/dz+ = Pr,
predicts ∆Θ+/(`+

Θ
−d+) = Pr ⇐⇒ ∆Θ+ = Pr(`+

Θ
−d+).

In figure 7, we demonstrate these shifts taking our lowest
k+ ≈ 5.5 as an example case. Shown first in figure 7(a) are
the mean temperature profiles measured from the mean rough-
ness height, z+, which evidently show a discrepancy between
the rough and smooth wall profiles. However, now measur-
ing from the virtual-origin plane, (z−d)+ and accounting for
the temperature offset ∆Θ+ = Pr(`Θ −d)+, the collapse with
the smooth wall profiles improve (figure 7b). The collapse
is best for lower values of Pr, where the roughness elements
have not significantly altered the conductive sublayer (figure
5). The analogous approach for velocity adopting the mean ve-
locity displacement, `+U and the same turbulence displacement
d+ which yields the drag estimate ∆U+ = (`+U −d+) (Garcı́a-
Mayoral et al., 2019) is also shown in figure 7. Here, `+U is the
mean velocity analogue to `+

Θ
and the viscous sublayer veloc-

ity gradient instead follows dU+/dz+ = 1. For k+ ≈ 5.5, we
find that `U/`Θ ≈ 1.5, independent of Pr. This value is similar
to the one we obtained from a Stokes flow calculation for our
present roughness, `u/`θ ≈ 1.4 where the lower-case u and θ

subscripts denote calculations of the same slip lengths `U , `Θ

except from a Stokes flow. The mismatch `θ 6= `u implies drag
and heat transfer augmentation caused by roughness differ
even in the Stokes-flow-limit. The difference can be ascribed
to the presence of pressure drag in the momentum field and its
absence in the temperature field which can be inferred from
the governing equations: −∇p+∇2uuu = 0, ∇2θ = 0 where p is
the pressure. Presently, we find `U/`u ≈ 1.2, `Θ/`θ ≈ 1.1, and
d/`v ≈ 0.51 (`v is the spanwise slip length, equal to `u for our
present roughness). The theory of Luchini (1996) predicts that
these ratios should approach unity provided we are operating
in a viscous–conductive regime where k+→ 0. The non-unity
values of these ratios indicate that our present k+ ≈ 5.5 is al-
ready too large to apply Stokes-flow predictions and can be
observed visually in figure 5 by the mismatch of the Stokes
flow calculations (solid black lines) and the k+ ≈ 5.5 DNS
(coloured contours). The mismatch manifests as a upward
shift relative to Stokes flow, suggesting that the advection in-
troduced in the mean flow tends to be diverted away from the
wall. This observation appears to be consistent with our mea-
sured `U/`u > 1, `Θ/`θ > 1. That is, the mean flow origin is
situated higher than the one predicted by Stokes flow. Despite
the mismatch, our results in figure 7 suggest that a slip-length-
type approach (Luchini, 1996) can still provide a valid avenue
for modelling transitionally-rough heat transfer.
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Figure 7. (a) Mean temperature (coloured) and velocity
(black) profiles. Solid lines show profiles for the rough-wall
(k+ = 5.5) above the roughness crests (z+ > 5.5). The ve-
locity profiles are staggered by 10 on the y-axis for clarity.
The dashed lines are smooth wall profiles at matched Pr and
the vertical dashed line demarcates the physical region z+c =

0.4L+
y of minimal channels. (b) The temperature profiles are

shifted upwards by Pr(`+
Θ
−d+) and the velocity by (`+U −d+)

so that measuring from the virtual origin (z− d)+ improves
collapse with the smooth wall profiles (d+ = `+U = `+

Θ
= 0).

CONCLUSIONS
We have conducted a set of rough-wall DNSs, systemati-

cally varying both the Prandtl number and roughness Reynolds
number k+ from the transitional to fully rough regime. Our
work addresses the ongoing ambiguity concerning fully rough
heat transfer predictions, which typically have the form of
a scaling for a roughness heat transfer coefficient: Stk ∼
(k+)−pPr−m, the exponents p and m being topics of con-
tention (Li et al., 2017, 2020). We find that our data favours the
model of Brutsaert (1975), which proposes p = 1/4, m = 1/2.

At lower-k+ transitional regimes, the near-wall flow re-
tains smooth wall characteristics, but shifted by an offset. Ac-
counting for these shifts allows for the collapse of low-k+ tem-
perature profiles with smooth walls and implies a possible av-
enue for modelling transitionally-rough heat transfer.
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