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ABSTRACT
Since direct numerical simulations (DNS) remain out of reach
for most realistic flow conditions, statistical methods as em-
ployed in Reynolds Averaged Navier Stokes (RANS), De-
tached Eddy Simulation (DES) or Large Eddy Simulation
(LES) represent an alternative. Regardless of the choice, qual-
ity and resolution of the corresponding numerical grid are cru-
cial for the accuracy of a simulation. In the case of DNS, there
exists a very well defined requirement in the form of the Kol-
mogorov length scale η to guide the numerical grid resolution,
for example. Unfortunately, for statistical turbulence models,
finding the right resolution criterion for automatic grid refine-
ment is more difficult. In addition, real flow conditions require
locally adapted, inhomogeneous grids to account for complex
flow regimes. In this work, we propose the application of the
so-called Dissipation Element (DE) scale ℓDE and its relation
to the Taylor length scale λ as a rough guide for the grid reso-
lution for the use in automatic grid adaptation methods. Both,
canonical and realistic complex flows are used to propose a
generally applicable condition for the choice of the grid reso-
lution. The present method automatically ensures an adapted
resolution throughout the domain with local refinements, min-
imizing necessary user input to a single quantity.

INTRODUCTION
Generating a high-quality numerical grid is an integral part
of the simulation workflow which usually requires a signifi-
cant amount of time. To ensure grid independent numerical
solutions, several cycles of grid generation and subsequent
flow simulation are performed iteratively until no substantial
changes in the results are observed. Therefore, shortening this
effort is accompanied by a reduction of the temporal and com-
putational costs.

The presented method aims at obtaining the targeted grid
faster while additionally allowing the appropriate resolution
locally. The latter is essential for the efficiency since refine-
ment is performed only where necessary. In a similar man-
ner to DNS resolution down to the Kolmogorov length η , we
intend to find a physically-based length scale for turbulence
models to adapt the grid resolution based on physics. Ideally,
a universally valid magnitude of this length scale should di-
rectly emanate from the flow physics without the need of fur-
ther user input. Thus, adapting the resolution to this global
value will lead to the desired unique mesh for the flow under
consideration which is ready to use for the final simulation.

We propose the Dissipation Element (DE) to be such a
unique, physically-based length scale. These intermediate spa-
tial structures associated with turbulent scalar fields can be
identified by connecting corresponding pairs of zero-gradient
extremal points. Finite-length gradient trajectories starting
from every point in the scalar field in the directions of as-

cending and descending scalar gradients will always reach a
minimum and a maximum point. A DE is defined by all points
along the trajectories belonging to the same pair of extremal
points. Hence, DEs directly originate from the turbulent flow
and, at the same time, are irregularly shaped and space-filling.
This means that a turbulent scalar field can be completely
decomposed into such elements with no empty space in be-
tween. Velocity components, turbulent kinetic energy k and
its dissipation rate ε can be chosen for such a decomposition.
The DE concept has been introduced first by Peters & Wang
(2006) who analysed small-scale statistics from passive scalar
fields of homogeneous shear turbulence obtained from DNS.
For this flow case, Wang & Peters (2006) report that the mean
DE length ℓDE is of the order of the Taylor scale defined as
λ = (10νk/ε)1/2 where ν is the kinematic viscosity, k the tur-
bulent kinetic energy and ε the dissipation rate. As the DE
length scales cannot be derived accurately when using RANS,
for example, a relationship like this would allow us to base the
length scale determination on a quantity easily accessible even
in statistical simulations.

The DE methodology has been further applied within
DNS of canonical turbulent channel flow by companion works
of Aldudak & Oberlack (2009), Aldudak & Oberlack (2011),
Aldudak & Oberlack (2012) and Aldudak (2012). The strong
influence of rigid walls on the flow geometry and structures
has been examined showing a distinct dependency of the DE
length on the wall-normal direction. It was shown that ℓDE
increases linearly in the wall-normal direction y, starting from
the logarithmic region, until a constant length is reached in
the channel center, due to decreasing shear. Interestingly, this
linear behaviour occurs mainly in the intermediate region be-
tween the inner and outer layers, where the turbulent produc-
tion of k and its dissipation ε are approximately equal at suf-
ficiently high Reynolds numbers (Hinze, 1975). This region
is roughly located between y+ = uτ y/ν = 30 and y/h = 0.7
(Aldudak, 2012). This is in good agreement with the find-
ings in Lee & Moser (2015) where the balance of produc-
tion and dissipation of k in a turbulent channel flow DNS at
Reτ = uτ h/ν = 5200 is plotted against the wall-normal direc-
tion. Here, h is the channel half width, uτ =

√
τ/ρ is the

friction velocity and τ and ρ are the mean wall friction and
density, respectively. The region of relative balance coincides
well with the above-mentioned range of linear increase of the
mean DE length scale. Furthermore, it is found that the DE
length scale decreases with increasing Reynolds number Re,
i.e. ℓDE = f (y,Re), similar to the Taylor length λ . Given the
space-filling nature of the DEs, this means that the number
of generated structures in a wall-bounded turbulent flow de-
creases with wall distance and increases with Reynolds num-
ber.

In Aldudak (2012), we investigated the relation between
DE and classical length scales, especially the intermediate
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Taylor length. It was found that the DE length is proportional
to the Taylor scale in turbulent channel flows almost over
the entire channel height (ℓDE ∼ λ ). To find an expected
value for the proportionality factor, we plot the ratio ℓDE/λ

as a function of wall-normal distance for the friction based
Reynolds number Reτ = 720. The three plots represent the
ratio between DE and Taylor scales for individual velocity
components, respectively. As seen in figure 1, ℓDE/λ doesn’t
vary widely after the start of the logarithmic region at about
y/h ≈ 0.04, with the proportionality factor being between
2 and 3 for a large wall-normal extent. An increase can be
observed close to the wall towards the start of the logarithmic
and subsequently buffer layer, where the production peaks,
too. Although each length scale itself exhibits a clear y
dependency, their quotient appears to be widely independent
of the wall-normal direction throughout a large part of the
channel height. This observation is a direct indication that the
dissipation element length scale can be determined to good
approximation by making use of the Taylor microscale, which
is readily available even in Reynolds averaged simulations, for
example. Since the grids were often including points within
the buffer layer, too, the criterion for grid refinement was
chosen to require cells sizes following the inequality

∆ < ℓDE ≈ 3 ·λ , (1)

to reflect the increase of ℓDE/λ close to the wall. This inequal-
ity is not exact but turned out to give nice results in various
numerical experiments.

To verify the ability of the proposed method several
canonical and more realistic test cases were simulated using
RANS and DES. So far, the test cases included plane turbu-
lent channel flow (not shown here), a surface-mounted cube
in a channel (Martinuzzi & Tropea (1993)), an Ahmed body
generic car configuration (Ahmed et al. (1984)) and a more de-
manding case of a passenger car (DrivAer, Heft et al. (2012a)).
The latter cases exhibit complex flow structures with large sep-
aration and recirculation regions as well as sudden changes in
gradients. At the same time, they are also well-known bench-
marks, thus suitable for validation purposes.

RESULTS

A solver in the framework of OpenFOAM (Weller et al.
(1998)) was extended to identify and automatically refine nu-
merical cells during the simulation process, whose size vio-
lated inequality (1).

(i) Initially, a very coarse mesh with uniform grid cell size was
created to serve as a starting numerical grid. The cells are cu-
bic so that the length of the cell, ∆, is calculated using the cubic
root of the individual cell volume.

(ii) After the simulation reached an intermediate steady state,
the algorithm is refining all those cells further, which exceed
the resolution criterion. Cells smaller than half the resolution-
criterion are coarsened.

(iii) After every refinement step, the old solution is interpo-
lated linearly onto the new mesh by the solver and the com-
putation is resumed until a new intermediate steady state is
reached.
Step (ii) and (iii) are repeated, until all cells fulfill the resolu-
tion criterion and steady state is reached.

The algorithm was capable of successfully producing ready-
for-use grids with well-distributed local refinement regions us-
ing inherent flow physics only.

A surface mounted cube (Martinuzzi & Tropea (1993))
was simulated using RANS, where no-slip boundary condi-
tion was applied to the horizontal top, bottom walls and the
cube, respectively. The Reynolds number based on the cube
height H was chosen to be ReH = 40000. The spatial dimen-
sions in the streamwise, spanwise and wall-normal directions
were 19.5H × 9H × 2H. Further information can be found in
Martinuzzi & Tropea (1993) where the flow was investigated
experimentally. Figure 2(i) depicts the coarse initial grid us-
ing uniform cubic cells starting the simulation. Figure 2(ii)
instead shows the final grid where all cells were refined to ful-
fill the resolution criterion in (1). Near the walls and around
the cube, as well as in regions with large gradient, the refine-
ment level is highest, transitioning to less refined regions us-
ing consecutive refinement levels, as expected. Figure 2(iii)
shows results of the velocity obtained from the unsteady k-ω-
SST RANS (Langtry & Menter, 2009) and Spalart-Allmaras-
IDDES DES (Gritskevich et al., 2012) simulations performed
with OpenFOAM and our grid refinement procedure, demon-
strating good agreement with experimental data from Martin-
uzzi & Tropea (1993).
In a similar manner, flow past an Ahmed body (Ahmed et al.
(1984)) configuration with a 25◦ slanted back face was calcu-
lated with k-ω-SST RANS which, in spite of its simple geom-
etry, exhibits complex flow aspects associated with car aerody-
namics such as a counter-rotating vortex pair and a strong sep-
aration and recirculation region. The Reynolds number based
on the length of the body was Re = 2.8 × 106. Figure 3(i)
shows two recirculation bubbles, as expected, together with
the case-specific tailored mesh and the corresponding velocity
profiles compared with experimental data. The tailored grid
shows refinement regions of different intensity according to
the resolution criterion in Equation 1 with finer cells near walls
as well as separation zones. The typical longitudinal counter-
rotating vortices (Lienhart et al. (2002)) in the body wake are
accounted for by the grid refinement process. In the last fig-
ure, mean velocity profiles obtained from RANS simulations
are plotted together with measurements from Lienhart et al.
(2002) at selected positions along the symmetry plane on the
slant and in the wake of the Ahmed body. The profiles are in
good agreements with the experiments, especially in the wake
regions with recirculation, whereas near the trailing edge of
the slant small deviations are visible.

Since the two aforementioned geometries are rather sim-
ple, the more demanding case of a passenger car has been used
to further validate the proposed tailored mesh approach. With
this test case we intend to demonstrate the efficiency of this
new method further for relevant, complex flow problems. As a
configuration the realistic DrivAer car model is chosen which
was introduced by Heft et al. (2012b). Its modular geometry
with three different rear end configurations, i.e. estate back,
notchback, and fastback, allows for aerodynamic research on
realistic passenger cars. Details of varying degree, such as mir-
rors, wheel rims and a detailed underbody can be added. Dif-
ferent combinations of DrivAer models have been investigated
both numerically and experimentally making it eligible for val-
idation studies. For the present work, the fastback variant with
smooth underbody, side mirrors and detailed wheels is utilized
and results are compared with available data. As before, an
initial numerical grid is generated first which is adapted to
the shape of the car and consists of hexaeder-dominant coarse
cells. A precursor simulation has been conducted to provide
appropriate turbulent inflow profiles. Subsequently, a first sim-
ulation has been performed, yielding the cell to Taylor length
ratio, ∆/λ , as the key parameter for local refinement. Based on

2



12th International Symposium on Turbulence and Shear Flow Phenomena (TSFP12)
Osaka, Japan, July 19–22, 2022

this quantity, all cells exceeding the criterion in Equation 1 are
identified and refined accordingly. Thereby, the desired final
mesh with appropriate resolution is obtained and can be used
for further simulations. The Reynolds number based on the
car length is set to 4.87× 106 which was investigated experi-
mentally by Heft et al. (2012b), Strangfeld et al. (2013)) and
numerically by Rüttgers et al. (2019), Ekman et al. (2020), for
example. The final mesh for a symmetric half-body contains
53 Million cells with the first wall boundary layer located in
the lower logarithmic layer, hence, giving rise to the use of
standard wall functions. The size of the mesh is comparable
to that used in a Large-Eddy-Simulation with 55 Million cells,
discussed in Rüttgers et al. (2019). The mean inflow veloc-
ity is 16 m/s and a no-slip boundary condition is applied on
rigid walls. The two-equation k−ω−SST turbulence model
has been employed for a steady-state RANS simulation.

Figure 4 shows iso-contours of two regions with the high-
est refinement levels which are identified by the tailored mesh
approach. The purple region around the side mirrors and the
near-wake marks the finest grid resolution and is located in the
recirculation region which normally forms behind bluff bodies.
Mirrors, wheels and the rear end are zones where elongated
vortical structures are expected, see Rüttgers et al. (2019). The
larger gray iso-surface starts from the wheels and the side mir-
rors and encloses large areas around the car. Note, that typ-
ical counter-rotating longitudinal vortex regions in the wake
are detected for proper resolution, illustrating the physically-
based nature of the proposed method. As before, individual
refinement regions are created with smooth transitions as seen
in Figure 5 and the zoomed region behind the car in the same
figure.

In image 6, streamlines based on the averaged velocity
on the symmetry plane are depicted together with the wake
isoline (black) where the streamwise velocity is zero, high-
lighting the common recirculation zone in the near-wake
(Rüttgers et al. (2019), Ekman et al. (2020), Strangfeld et al.
(2013)). Moreover, streamlines coming from the upper part
form a small separation zone towards the end of the rear
window. Additionally, the pressure coefficient defined as

Cp =
p− p∞

0.5ρU2
∞

is plotted on the car surface where U∞, p∞, and ρ are inflow
velocity, freestream pressure and and air density, respectively.
In order to look at the pressure distribution in more detail and
compare to the literature, Cp is shown in figure 7 for various
streamwise positions along the car determined at the symmetry
plane. Experimental data from Heft et al. (2012b) and numer-
ical results of a LES by Rüttgers et al. (2019) are compared
here to the present RANS results obtained with the tailored
grid method. Figure 7(a) shows the distribution of the pres-
sure coefficient Cp along the symmetry line of the DrivAer car
at the top surface. A good overall agreement of our RANS
results with both experiments and LES data can be seen. At
the stagnation point at the vehicle front a high pressure is
observed, decreasing rapidly first due to the acceleration of
the flow. Along the adjacent engine bonnet, the pressure in-
crease is replicated appropriately. Additionally, the distribu-
tion around the cowl top, showing a small kink in the Cp dis-
tribution around x/L = 0.3, is reproduced nicely with good ac-
curacy, where separation and reattachment occur. Arriving at
the car roof, both LES and RANS deviate by the sudden pres-
sure change and underpredict the pressure. To some extent,
this deviation can be caused by the support holding the car in
the experimental installation (Heft et al. (2012a), Ashton et al.
(2016)). The pressure distribution is close to the experimen-

tal data until the trailing edge of the rear end. While the LES
results match the measurements more accurately, minor devia-
tions in RANS are visible. Similarly, figure 7(b) illustrates the
pressure distribution at the bottom of the symmetry plane. A
pronounced difference between the measurements and simula-
tion data in general is observed initially, where the measured
Cp decreases sharply. Similarly to the top of the car, the RANS
results exhibit an overall good agreement with LES and exper-
imental data, validating the automatic grid refinement proce-
dure.

CONCLUSIONS

A novel tailored grid approach has been introduced,
where Dissipation Element (DE) length scales ℓDE , obtained
by DNS results, serve as grid resolution criterion. Previous
work has been discussed to underline the relation between DE
and the well-known Taylor length scale (λ ) which is usually
available to statistical simulation methods. Based on results
from turbulent channel flow simulations, where both length
scales can be accurately determined, it was found that the re-
lation of DE and Taylor length scale ℓDE/λ is varying only to
a minor degree over most of the channel width, starting with
the logarithmic region. This allows determining ℓDE via the
Taylor scale to automatically refine the grid whenever the grid
cells surpass a predetermined threshold based on ℓDE .
Benchmarks and test cases such as a wall-mounted cube,
Ahmed body and a more realistic DrivAer passenger car have
been analyzed by applying the proposed meshing method. In
all cases it could be observed that, by applying the resolution
criterion, a well-formed numerical grid with smooth transition
emerged with no further involvement required externally. The
resulting numerical grids are shown to follow physical charac-
teristics of the underlying turbulent flow closely and are capa-
ble of reproducing the validation results with appropriate accu-
racy. Contrary to classical meshing techniques, expensive grid
independence studies can be reduced to a minimum. Since
scale-resolving simulations tend to DNS with increasing reso-
lution, this proposed resolution criterion could serve as a good
compromise between direct resolution and modelling. Nev-
ertheless, further analysis is needed to investigate the tailored
grid approach in conjunction with LES and DES.
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Figure 1: Proportionality relation between DE and classical
Taylor length scales for Reτ = 720 over wall-normal distance
y/h obtained from DNS results (Aldudak, 2012). Gray area
starts at the log-layer and marks the broad region of validity
for the refinement condition.

z/
H

x/H

(i)

(ii)

(iii)

Figure 2: Wall mounted cube: (i) Starting grid. (ii) Tailored
grid after refinement. (iii) Velocity profiles at selected posi-
tions, comparison to experimental data of Martinuzzi & Tro-
pea (1993).
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Figure 3: (i) Streamlines at the center plane. (ii) Tailored grid
after automatic refinement. (iii) Velocity profiles at selected
positions in comparison to data from Lienhart et al. (2002).
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Figure 4: Illustration of the highest refinement regions. The light grey colors represent the second finest grid region, the purple region
the finest grid cells. Those are located behind the side mirrors and tail of the car. Contours of Cp are depicted on the car surface.

Figure 5: Tailored grid of the fastback DrivAer configuration (Heft et al. (2012a)) in the symmetry plane, showing different levels of
refinement. Top: Tailored grid, complete car. Bottom: Zoom into the tail section of the car.
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Figure 6: Surface pressure coefficient distribution, mean velocity streamlines along the symmetry plane and wake isoline Ux = 0
(black).

(a) Pressure coefficient at the top surface.

(b) Pressure coefficient at the bottom surface.

Figure 7: Pressure coefficient distributions along the symmetry plane of the DrivAer car (indicated in grey), for the top (a) and bottom
(b) surface, compared to experiments (Heft et al. (2012a)) and LES simulations (Rüttgers et al. (2019)). L indicates the length of the
car.
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