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ABSTRACT
Particle-laden, turbulent fluid flows often feature a

large range of length scales spanning from large convec-
tive scales down to scales below that of individual parti-
cles. Particle-resolved direct-numerical simulations (PR-
DNS) seek to resolve all scales present in particle-laden
flow using first principal approaches Tenneti & Subrama-
niam (2014). Resolving the fluid features at and below that
of individual particles for cases with many, moving parti-
cles presents difficult numerical challenges. In this work,
unstructured meshes are attached to moving particles and
placed within a fixed background domain. A dynamic over-
set assembly calculation is performed to connect the fluid
flow solutions between the overlapping meshes. An incom-
pressible, high-resolution, finite-volume method is used to
solve for the fluid flow. Particle hydrodynamic forces are
directly integrated along particle surfaces to provide rigid-
body motion. The method scales to large numbers of par-
ticles, O(10,000-100,000), while also providing high reso-
lution near the particle surfaces and solid boundaries of the
domain. Using this approach, simulations of particle-laden
channel flow are performed. Inertial particles are selected
which can exhibit non-trivial particle slip-velocity near the
channel walls Li et al. (2001b). Flow and particle statis-
tics and flow fields are presented for the case of 10,000 and
50,000 particles in Re = 180 channel flow.

Introduction
Turbulent particle-laden flows are commonly found in

engineering applications and nature such as in gas-turbine
aircraft engines, solid-particle solar receivers, and partic-
ulate transport in the atmosphere Mcleod et al. (1999);
Meher-Homji & Bromley (2004); Chen et al. (2007a); Kok
et al. (2012); Chen et al. (2007b). There is much uncertainty
in predicting the physics of such systems. For example, in
the Climate Change Conference in 2014, Pachauri et al.
(2014), it was found that the largest uncertainty present

in climate forcing calculations for Earth was due to par-
ticulates in the atmosphere. Understanding the physics of
particle-laden turbulent flow is crucial to reducing this un-
certainty. One way to reduce the uncertainty in the pre-
dictions of turbulent particle-laden flows is through the use
of Particle-Resolved Direct Numerical Simulations (PR-
DNS). In such simulations the fluid flow is resolved well
beneath the scales of individual particles. Hydrodynamic
forces are directly integrated along the particle surfaces to
provide motion with time. This drastically reduces the un-
certainty in results from the calculations relative to other
methods, such as Euler-Lagrangian (E-L), or Euler-Euler
(E-E) methods, which employ empirical models to move
particles within the simulation.

Methods to perform PR-DNS can be broadly placed
within two categories, non-conforming methods and body-
fitted methods. In non-conforming methods, particle sur-
faces move along a non-conforming, typically Cartesian,
fluid domain mesh. Forces and constrained are applied
to the Cartesian fluid mesh which yield the desired mov-
ing boundary conditions. IBM is an example of a non-
conforming method which has been used to perform PR-
DNS of turbulent particle-laden flow. In IBM a force is
added to the governing equations which yields the desired
non-conforming boundary conditions. This is relatively ef-
ficient and is generally easier to implement relative to a
body-fitted method, e.g. Patankar et al. (2001); Choi &
Joseph (2001). One disadvantage of IBM is the necessity
of high resolution in the vicinity of moving boundaries, es-
pecially for high Reynolds numbers (Re) (Iaccarino & Verz-
icco, 2003; Yang, 2014). Resolution must be placed in lo-
cations near moving boundaries, which are often unknown,
or the mesh must be adaptively refined near the moving
boundaries which has similar disadvantages to body-fitted
methods. Often in place of adaptive refinement, the entire
Cartesian mesh is set to an adequate resolution to resolve
the particles. This results in large, non-optimal meshes with
unnecessarily high resolution over much of the domain.
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In body-fitted methods it is possible to ensure adequate
resolution at the surfaces of moving bodies with conform-
ing meshes. If an overset methodology is used, it is pos-
sible to avoid the necessity of adaptive mesh refinement or
large, non-optimal meshes. In an overset method meshes
are directly attached to surfaces and allowed to arbitrarily
overlap and move throughout the solution domain (Wang &
Parthasarathy, 2000; Meakin & Suhs, 1989). A key chal-
lenge of an overset method is connecting the solution be-
tween meshes robustly, efficiently, and accurately through-
out the domain. Mesh cells can be located exterior to the
solution domain and must be removed from the solution.
Additionally, there may be region of the domain where may
meshes overlap and redundant solutions exist. For best ef-
ficiency, cells within these regions must be selectively re-
moved to reduce the redundancy while covering the en-
tire domain. Boundaries remain at the edges of overset
meshes and regions of removed cells which must be sup-
plied boundary conditions reconstructed from other meshes.

Overset and body-fitted methods in general have seen
limited application to PR-DNS. The number of particles is
generally low and the cases studied are relatively simple
compared to what has been achieved by non-conforming
methods. One reason is the inherent difficulty in scaling up
the necessary connectivity calculations for overset to large
numbers of meshes and computational cores. In our recent
work, an overset assembly method was developed to ad-
dress this issue (Horne & Mahesh, 2019b). The method
was shown to be capable of performing connectivity calcu-
lations for large numbers of meshes on large numbers of
cores. In particular, strong-scaling was demonstrated for
100,000 spherical particles moving within a turbulent chan-
nel flow up to 492,000 processors.

Another difficulty in overset methods is the presence
of conservation and interpolation error, especially when
many overlapping meshes are present at differing resolu-
tions. In our recent work, a supercell reconstruction was
presented which allows for accurate, energy bounded recon-
struction between meshes without increasing computational
stencils. For mass conservation, a penalty based method
which weakly enforces boundary conditions between mesh
was presented. This method allows for global mass conser-
vation while producing linear systems that are symmetric
and positive-definite such that they are efficiently solved us-
ing modern matrix inversion techniques (Horne & Mahesh,
2019a).

In this work, we apply the unstructured overset method
described in Horne & Mahesh (2019a,b) to the case of tur-
bulent particle laden vertical channel flow. The flow can ex-
hibit rich, challenging-to-predict physics such as turbulence
attenuation, preferential concentration, and particle accu-
mulation (Kulick et al., 1994). First the overset assembly
and numerical methods will be overviewed. Then the case
and simulation domain will be overviewed, followed by a
presentation and discussion of the simulation results.

Overset Assembly and Numerical Methods
Multiple meshes are placed within a domain and al-

lowed to arbitrarily overlap when performing an overset
simulation. The solutions between the different meshes are
connected through an overset assembly process. Using the
method described in (Horne & Mahesh, 2019b), Fig. (1)
depicts the assembly process for a spherical particle at a
wall. During a simulation, control volumes are dynami-

cally found outside the solution domain, shown in the red
region in the figure, and must be removed from the simu-
lation dynamically as particles move. Redundant solutions
can be present depending on mesh overlap. Control vol-
umes within these regions are selectively removed as much
as possible for improved efficiency. After the removal of
control volumes, exposed surfaces remain which must be
provided boundary conditions. The solutions from overlap-
ping meshes provide these boundary conditions through re-
constructions or constraints.

The motion of the fluid phase is modeled using the
incompressible Navier-Stokes equations. For movement,
an arbitrary Lagrangian-Eulerian (ALE) formulation of the
equations is used. The ALE formulation avoids tracking
multiple reference frames for arbitrary motion of meshes
through the inclusion of the mesh velocity in the convection
term.
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The equations are integrated over control volume Ω,
with faces ∂Ω which have normals n. Here, ui is the inertial
fluid velocity in the ith Cartesian direction, un is the inertial
velocity normal to the faces of the control volume, un

mesh
is the velocity of the mesh normal to the faces of the con-
trol volume, p is the pressure, and ρ is the fluid density. To
discretize these equations a non-dissipative, high resolution,
unstructured finite volume scheme which focuses on kinetic
energy conservation, as shown in Horne & Mahesh (2019a),
is used. The method is a predictor-corrector formulation,
requiring reconstructions at overset boundaries for the pre-
dicted velocity and corrector pressure steps. A supercell re-
construction is used for both of these steps which coarsens
solutions to match differing mesh resolutions. For predicted
velocity, the reconstruction is placed directly into the linear
system. For pressure, a penalty formulation is used which
adds a penalty force to the overset boundaries to yield the
reconstructed values at the boundary.

Hydrodynamic forces are directly integrated along the
particle surfaces using the fluid phase solution. Euler’s
equations of solid body motion are then solved in each par-
ticle’s body frame of reference. Quaternions are used to
represent the rotational orientation of the particles. Quater-
nions are four vectors which provide orientation informa-
tion in a frame universal manner. Quaternions offer sev-
eral advantages to other rotation orientation representations,
such as Euler angles. They do not require any trigonometric
calculations, are generally more compact, vary smoothly in
rotational space, and avoid gimbal locking (Wertz, 1980).
The formulation used in this work retains these properties
and also avoids the need to recalculate any angular proper-
ties over time since the equations are defined in principal
orthogonal coordinates. Additionally, complex rotational
motions such as precession can be directly captured using
the formulation.

Collisions between particles is a common feature in
fluid flows of interest to PR-DNS. In the present work a lin-
ear spring-damper model is used for solid-solid body con-
tact. This selection has been found by other work on PR-
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Figure 1. Spherical particle near wall overset example before and after cutting using an angled rectangular box primitive shape
from Horne & Mahesh (2019b). Blue (�) regions indicate a region where overlap must be reduced. Red (�) regions indicate
elements that lie within solid boundaries. Note that elements on the background channel mesh within the particle and (�) are
removed and elements on the particle mesh below the channel wall are removed.

DNS to produce accurate results for cases with collisions
(Kidanemariam & Uhlmann, 2014; Costa et al., 2015). In
general collisional time scales are much shorter than fluid
flow time scales. If the fluid flow is advanced at the colli-
sional time scales, simulations become quickly intractable.
If the motion of particles are rapidly changed within a fluid
flow time step, the resulting fluid motion can potentially be
numerically unstable. In the present method, similar to the
work of Costa et al. (2015), collisions are stretched over
a fixed, specified number of time steps. This was demon-
strated to produce accurate results for spherical particle col-
lisions in Horne & Mahesh (2019a).

Simulation Setup

Simulations are performed of 10,000 and 50,000 spher-
ical particles in a turbulent vertical channel. Preliminary
simulations were performed to select mesh resolutions.
Meshes were uniformly refined until mean flow velocity
statistics had converged within 1%.

The domain and mesh information is give in Table. (1).
Spherical particles chosen with diameter Dp. Lx is the
length of the domain with Nx control volumes in a given di-
rection, Dp/∆bg is the number of control volumes per diam-
eter on the uniform background channel mesh, No,vol is the
number of control volumes on each overset mesh, Dp/∆e
is the number of control volumes per diameter at the edge
of each overset mesh, and Dp/∆s is the number of control
volumes per diameter near the surfaces of the particles.

The particle Stokes number, Stk, particle-to-fluid den-
sity ratio, m∗, particle mass loading M, and particle volu-
metric loading V play significant roles in the motion of the
fluid and particles for this case. The selected parameters
for this study are given in Table. (2) for 10,000 particles
then 50,000 particles respectively. Heavy inertial particles
are selected at a relatively high value of Stokes number,
Stk = 25. These selections will result in particle motion
which can substantially differ from the fluid motion. In par-
ticular, moderate particle slip-velocity is expected near the
walls of the channel, as found in other work in this regime
(Li et al., 2001a; Kulick et al., 1994).

A constant volumetric force is used to provide fluid
flow at a friction Reynolds number of Reτ = 180. The flow
is initialized with a laminar channel profile, at full Reτ and
with all initially stationary particles. Flow disturbances,
necessary for the transition to turbulence, are provided by
the particles.

Table 1. Channel and overset mesh information.

Lx×Ly×Lz Nx×Ny×Nz Dp/∆bg

4π×2×π 1934×616×967 4

No,vol Dp/∆e Dp/∆s Dp

15543 4 40 0.013

Table 2. Particle and channel non-dimensional parameters

Stk m∗ Reτ M V

25 175 180 0.0255 0.00015

25 175 180 0.1275 0.00075

Results
The time-averaged and spatially averaged streamwise

velocity profiles of the fluid and particles are compared to
DNS of a clean channel from Moser et al. (1999) in Fig. (2).
The fluid velocity is found to reasonably match the clean
channel flow result. The particle concentrations here are di-
lute such that statistical differences in the mean streamwise
velocity will be negligible. The average particle velocity is
found to be significantly higher than the fluid velocity near
the wall. Additionally, the particles are found to be slower
than the fluid near the center of the channel. Overall the av-
erage particle Reynolds number ranges from Re = 0−10.4.
To simulate this case using a point particle, or two fluid
method, one would have to include particle dynamics which
include significant particle slip velocities.

The average Reynolds stresses of the fluid are com-
pared to a clean channel result in Fig. (3) for 10,000 parti-
cles in the channel. Unlike the streamwise velocity, signif-
icant deviations from the clean channel are found. The tur-
bulent kinetic energy is found to be relatively less near the
wall when particles are present, mostly due to the decreased
values of u′u′ near the wall. It has been noted in past work
that particle-wall collisions can significantly modify turbu-
lent dissipation in wall-bounded flows (Li et al., 2001a;
Kulick et al., 1994). There is a high occurrence of particle
collisions with the channel walls, as shown in the collision
PDF depicted in Fig. (4). It is likely that the high occurrence
of particle-wall collision is causing the decrease in turbulent
kinetic energy in the present results. It is also found that u′u′

is relatively higher than the clean channel flow away from
the walls. The particles are moving relatively faster than
the fluid in these locations, leaving wakes in the fluid. It
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Figure 2. Average streamwise velocity of the fluid and
particles compared to clean channel flow from Moser et al.
(1999) for 10,000 particles then 50,000 particles respec-
tively.

Figure 3. Average fluid Reynolds stress from the 10,000
particles simulation compared to clean channel flow from
Moser et al. (1999).

is possible that the presence of particle wakes and particle
flow disturbances lead to an increase in u′u′ away from the
walls.

The average wall normal locations of particles are
shown in Fig. (5). The particles are found to be evenly dis-
persed in the center of the channel and concentrated near the
channel walls. This same result has been found in experi-

Figure 4. Occurrence of collisions throughout the channel
with 10,000 particles.

Figure 5. Particle locations throughout channel with
10,000 particles.

ments of particle-laden channel flow (Kulick et al., 1994).
Instantaneous flow fields of Q-criterion with particle sur-
faces and velocity contours are shown in fig. (6). The par-
ticles are found to be relatively dispersed throughout the
channel and to not exhibit noticeable preferential concentra-
tion based on the vortex locations. Particle wakes are found
in the result for particles near the center of the channel as
noted before.

Conclusions
The fluid flow and particle results from the overset

simulations show substantial deviations from a clean chan-
nel flow with one-way coupled point particles. The parti-
cles are found to have significant slip-velocities resulting
in non-trivial particle Reynolds numbers. Particle wakes
and disturbances are clearly found in the results resulting
in attenuation of turbulence flow statistics. This is partic-
ularly found in u′u′ where a suppression is found near the
wall with heightened values occurring towards the center of
the channel. Particle-wall collisions likely play an impor-
tant role in the results shown. The particle and fluid statis-
tics show a strong influence from the collisions. In particu-
lar, it has been found in previous numerical simulations of
particle-laden channel flow that particles largely aggregate
near walls when collisions are not fully considered (Li et al.,
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Figure 6. Iso-volumes of Q-criterion colored by streamwise velocity with particle surfaces for 10,000 particles followed by
instantaneous velocity contours with particle surfaces for 50,000 particles. Each surface in the shown results has the shown
mesh attached to it.

2001a). When collisions are included, particles are found at
relatively decreased concentrations near the wall with a uni-
form concentration in the center of the channel. The results
for particle location shown here match this description.
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