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ABSTRACT

Reynolds-averaged Navier-Stokes simulations have
been performed of the turbulent flow (Re = 48000) through
a tight lattice (P/D = 1.194) subchannel typical of those
found in nuclear thermal-hydraulic applications. A wide
range of turbulence models (linear eddy-viscosity, non-
linear eddy-viscosity and stress-transport) and the use of
different near-wall treatments (low-Re, standard and ana-
lytical wall-functions) have been considered.

The results demonstrate both the failure of the standard
wall function approach in reproducing flows with signifi-
cant near-wall convection and pressure-gradient effects, and
the limitations of using linear eddy-viscosity approaches in
flows with anisotropic effects. Although models utilizing
low-Re near-wall approaches demonstrated superior overall
performance, the analytical wall-function tested offers im-
provements over the standard ‘log-law’ based formulation.

INTRODUCTION

Rod bundle type geometries, where a coolant flows ax-
ially between a series of cylindrical tubes arranged in a tri-
angular or square pitch pattern, are frequently encountered
in nuclear applications. They typically form the main fluid
flow passages within the core of light water type nuclear re-
actors, creating a series of interconnected subchannels with
generally non-circular cross-sections.

It is well known that any wall-bounded turbulent flow
of non-circular cross section will display mean fluid motion
in a plane perpendicular to the main axial flow (Prandtl’s
‘secondary motion of the second kind’), owing to the
anisotropic distribution of the cross-stream normal stresses.
Whilst the magnitude of these motions is typically only 1-
2 % of the mean axial flow, they do modify the axial veloc-
ity distribution within the cross-section and can thus affect
thermal-hydraulic performance.

An experimental study by Hooper (1980) looked at the
turbulent fully developed flow (Re = 48000) of air through
a 2x3 square pitched rod bundle (i.e. two adjacent subchan-
nel sections). Whilst providing detailed measurements of

the mean flow and turbulent stresses at two different pitch
to diameter ratios, Hooper could not accurately detect the
presence of secondary flow. Horvath & Dressel (2012) con-
ducted Reynolds-Averaged Navier-Stokes (RANS) simula-
tions on a more general version of this geometry (single
subchannel with lateral periodicity), applying both eddy-
viscosity and stress-transport turbulence models with stan-
dard wall functions. Results demonstrated generally good
agreement, with only the stress-transport type models being
capable of reproducing the correct stress anisotropy (and
hence secondary motion) as would be expected.

Current numerical modelling practice within the nu-
clear industry favours the use of thermal-hydraulic ‘system
codes’ which use a number of limiting simplifications to
provide a very coarse (typically 1D) numerical model of
the entire reactor system. Whilst well validated for some
nuclear specific test cases, the low fidelity of the results
limits the depth of the analysis that can be performed and
thus they cannot be expected to reproduce the kinds of flow
details discussed above. Since CFD codes in general, and
RANS turbulence models in particular, have now reached
a degree of maturity, it is relevant to explore their potential
for routine use in the computation of nuclear-relevant flows.

This study aims to demonstrate the potential of cur-
rent state-of-the-art RANS turbulence models in modelling
nuclear relevant subchannel type flows by reproducing the
experimental results of Hooper (1980) using their exact ge-
ometric configuration, a wider range of more advanced tur-
bulence models and different near-wall treatments. Detailed
explorations of these flows will also help contribute towards
the overall continued assessment and development of turbu-
lence models within the RANS framework.

CASE SET-UP

The full wall-bounded twin subchannel geometry of
Hooper is considered, consisting of 6 circular rods arranged
in a 2x3 square array as shown by the schematic cross-
section in Figure 1. All the gaps between the rods except
for the two central rods were blanked in the experimen-
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Figure 1. Cross-section of the experimental flow set-up
used by Hooper (1980) (top) and geometry used for present
simulations (bottom).

tal test-section, effectively creating two sub-channels inter-
connected by the remaining centre gap. The P/D ratio is
chosen to be the larger of the two considered by Hooper,
P/D = 1.194, since this is closer to the ratio typically en-
countered in modern LWR fuel assemblies (P/D = 1.38).
As Hooper reported the flow to be fully developed, the axial
length of the domain was reduced to just one cell with ax-
ial periodicity applied. An imposed pressure gradient was
applied to drive the flow such that the Reynolds number,
based on the bulk axial velocity and hydraulic diameter, was
Re = 48000.

Turbulence Models

Table 1 details the turbulence models used within
this work and these are chosen to provide representation
across the three main classes of RANS model available;
linear eddy-viscosity (LEVM), non-linear eddy-viscosity
(NLEVM) and stress-transport (RSM). Models are addi-
tionally split according to their approach to the near-wall re-
gion, with both low-Re and several high-Re methodologies
investigated (discussed in more detail below). Both high
(HR) and low-Re (LR) forms of the ‘standard’ k — € two-
equation model have been tested, along with the k — @ SST
model (FM) of Menter (1994), which is a hybrid model that
essentially blends a k — € type model in the far-field with
a k — o model near the wall through the use of a blending
function. The Gibson & Launder (1978) RSM (GL), which
adds a wall-reflection term to the ‘isotropization’ of produc-
tion based model of Launder ef al. (1975), and the Craft
& Launder (1992) RSM (CL), which modified this wall-

Table 1. Turbulence models and wall treatments used
within this work, where RSM is Reynolds Stress Model and
NL is Non-Linear.

Code Type Reference

High-Re - Wall function

HR k—e Launder & Spalding (1974)

GL RSM Gibson & Launder (1978)

CL RSM Craft & Launder (1992)
Low-Re

LS k—¢€ Launder & Sharma (1974)

FM  k—® SST Menter (1994)

KS NLk—¢ Craft et al. (1996)

HJ RSM Jakirli¢ & Hanjali¢ (1995)

reflection term to more accurately account for flows with
large wall-normal straining, have also been tested. The KS
model extends the k — &€ model with the inclusion of cubic
terms in the stress-strain relationship and has demonstrated
good performance in flows affected by curvature and im-
pingement (Craft ef al., 1996). Finally, the low-Re RSM
of Jakirli¢ & Hanjali¢ (1995) (HJ), which aims to extend
the applicability of the GL. RSM closure to flows with sig-
nificant low-Re and wall proximity effects (partly by ex-
pressing the coefficients in the %;u; equation as functions of
the turbulent Reynolds number and invariants of the stress
and dissipation rate tensors), has also been tested. This
has demonstrated superiority to eddy-viscosity type mod-
els over a range of non-equilibrium Hanjali¢ ef al. (1997)
and swirling flows Jakirlic et al. (2002).

Near-wall Modelling

In addition to the low-Re turbulence models used in
this work, which all include additional damping terms to
ensure validity in the near-wall sublayer, two wall-function
approaches have been considered. The first, generally re-
ferred to as the standard wall-function (SWF), is based on
the well-known law of the wall and uses the assumption of
local equilibrium (amongst others) in the near-wall turbu-
lence to formulate an expression for the velocity as a func-
tion of the distance from the wall. Despite enjoying sub-
stantive use over the past five or six decades, many of the
underlying assumptions break down in even mildly com-
plex flows; those involving impingement, rotation, separa-
tion or buoyancy for example. Their widespread use, how-
ever, means it is relevant to continue to assess their perfor-
mance, even if it only serves to continue to highlight their
weaknesses.

The second approach aims to correct many of the de-
ficiencies in the SWF approach whilst retaining its overall
framework and essence. Work conducted at UMIST during
the early 2000’s (Gerasimov, 2004; Craft et al., 2002) led
to the development of the so-called ‘analytical wall func-
tion’ (AWF). Instead of assuming local equilibrium, the ap-
proach accounts for pressure gradients, convection effects,
and other force-fields such as buoyancy by solving sim-
plified forms of the near-wall momentum and temperature



11th International Symposium on Turbulence and Shear Flow Phenomena (TSFP11)
Southampton, UK, July 30 to August 2, 2019

Figure 2. Meshes produced for high-Re (top) and low-Re
(bottom) near-wall modelling approaches employed.

equations analytically. For example, the momentum equa-
tion is written as

d U JaP
afy[(ﬂ+ﬂ;)7y:|:—$+cu+Fu (1)

where C, represents the convection terms and F;, any other
forcing. By prescribing the variation of the turbulent viscos-
ity across the near-wall cell, and with suitable approxima-
tions of the terms on the RHS, Equation 1 can be integrated
analytically to give an expression for U(y). This can then
be used to estimate the wall-shear stress, and other quanti-
ties such as cell-averaged turbulent production, as is done in
the SWF approach. The AWF approach has demonstrated
considerable success in a range of flows, including mixed
convection flow in a vertical pipe and a two-dimensional
wall jet (Craft et al., 2002, 2006).

Two types of mesh were produced to reflect the needs
of the two near-wall approaches discussed above. For the
wall-function approaches, the first node is positioned such
that the non-dimensional distance from the wall y* = 30,
whilst for the low-Re approach this is reduced to y™ =~
1. After grid refinement tests, the meshes adopted used
104256 cells for the low-Re approaches and 36880 cells for
the wall functions. Both meshes use block-structured hexa-
hedral elements with smoothing applied to improve orthog-
onality, and typical examples are shown in Figure 2.

Solver

The above turbulence and near-wall modelling ap-
proaches have been implemented into an extended version
of the STREAM code (Lien & Leschziner, 1994a), which is
a fully elliptic 3D finite volume solver capable of handling
multi-block structured non-orthogonal meshes. Convective
terms for all transport equations have been treated with
the Upstream Monotonic Interpolation for Scalar Transport
(UMIST) scheme of Lien & Leschziner (1994b), which
is a bounded, monotonic implementation of the quadratic
QUICK interpolation scheme. The code uses the standard-
ized Message Passing Interface (MPI) for parallelisation.

RESULTS
Wall Shear Stress

Figure 3 compares predictions of the wall shear stress
along the top rod surface for all model combinations tested
against the experimental data of Hooper. Most models
tested demonstrate good qualitative agreement with the ex-
perimental data, correctly reproducing the characteristic
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Figure 3. Wall shear stress along the top central rod (as
inset bottom) for (top) low-Re and (bottom) high-Re ap-
proaches, where solid indicates AWF and dashed SWF.

‘double hump’. In the low-Re approaches, the more ad-
vanced HJ RSM provides the best quantitative agreement,
with the non-linear KS closure providing a small, but no-
ticeable, improvement over the two linear EVMs (LS and
FM). In the high-Re approaches, the linear EVM (HR) pro-
vides results quantitatively similar to its low-Re counter-
parts, with the more advanced analytical wall function ap-
proach offering significant improvements.

The two SWF RSMs (GL and CL), however, display
more curious behaviour. Here, significant dips in 7, are
predicted at +45° (where the perpendicular bisector of the
rod wall intersects the sub-channel centre) and elevated lev-
els of 7, are seen at 0° within the rod gap. Whilst it is
unclear whether the experiment would have the resolution
to capture such an effect if it did exist, the behaviour can
potentially be linked to the failure of the SWF approach in
coping with the additional (correct) secondary motion that
the RSMs can capture. This is discussed in more detail later,
but at +45° the secondary motion (which lies in the cross-
sectional plane) is directed away from the walls and at 0°
the motion is directed towards the walls. In such a flow, the
wall parallel (axial) velocity is unlikely to satisfy a log-law
since the convection effects implied by the secondary flows
are not accounted for in the log-law formulation (convec-
tion effects are in fact specifically ignored). The analytical
wall function does include such effects and it is therefore
not surprising that it produces better quantitative behaviour.
For the HR model the AWF brings both the peaks and dips
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Figure 4. Velocity profiles along the gap centre (top) and at £45° away from the centre of the top rod (bottom), indicated
inset, for low-Re models (left) and high-Re models (right), where solid lines indicates AWF and dashed lines SWE.

closer to the experimental data, and for the two SWF RSMs,
it nearly eliminates the discrepancy in 7,, that can be found
at 0°.

Velocity and Turbulent Shear Stress Profiles

Velocity profiles along the gap centre and at £45°
away from the centre of the top middle rod are shown in
Figure 4 for all models considered. In the gap centre agree-
ment between the experimental data and the low-Re models
is good, with the profile predicted by the HJ model slightly
below the experimental data. This slight under prediction is
also seen for the other low-Re models in the profile taken
at £45°, with exception of the k — @ SST (FM) which lies
slightly above. Both of these differences are likely to be
within the experimental error associated with the experi-
mental points, but unfortunately this was not quantified by
Hooper in the paper.

For the high-Re models on the right hand side of Fig-
ure 4, the standard wall-function approach can be seen to
over predict both profiles (0° and +45°) when used with
the two RSMs. In both cases the AWF offers improve-
ments, achieving excellent agreement for the profile at 0°.
At £45° some of the over prediction with the RSMs could
be attributed to the under prediction in 7, in this region,
since U™ is scaled by the friction velocity (and thus essen-
tially 1/7,,), but this is not entirely consistent with the pre-
dictions shown along 0° line (where an over prediction of
7,, did not lead to an under prediction in U'). However,
since a) a comparison between the low-Re RSM and EVM
approaches (on the left of Figure 4) indicates that the ef-

fects of the secondary motion on the axial velocity profile
are generally small and b) the high-Re EVM approach gave
generally good agreement, the discrepancies shown by the
high-Re RSMs can probably be attributed towards interac-
tions between the secondary motion (however small) and
the wall-function formulation.

Figure 5 presents predictions of the turbulent shear
stress (uv) along the gap centre and at £45° away from
the centre of the top middle rod. The low-Re models again
provide excellent agreement along the gap centre (0°) with
some slight deviations in shape shown for the profile at
+45°. Here, all models deviate below the experimental data
just after the near-wall peak. The HJ RSM is the least af-
fected and provides the best quantitative agreement. The
other models all under predict the gradient of uv, leading to
an over prediction towards the subchannel centre.

With the wall-function approach there is clearly less
consistency between the various models employed. Along
the rod gap (0°) the AWF again offers improvements for
both RSMs tested but slightly reduces agreement for the HR
k — €. The discrepancies at the start of the profiles (close to
the wall) are most likely due to large changes in the wall-
normal cell size, which result from the mesh requirements
imposed by the wall-function approach. At £45°, and ex-
cluding the near-wall cell value, the RSMs provide gener-
ally good agreement with the experimental data with little
difference seen between the AWF and SWF approach. The
HR EVM shows more erratic behaviour, initially producing
a significant under prediction before recovering to provide
an over prediction towards the sub-channel centre.



11th International Symposium on Turbulence and Shear Flow Phenomena (TSFP11)
Southampton, UK, July 30 to August 2, 2019

1.2 : : : : —
r exp A
Lr k—eLs — |
0.8 - k—w®SSTFM ——

Cubic k— € KS

0.6 0.8
y/)’max

1.2 T T T T T T T T T T T
F exp A
k—eLs
k— @ SST FM
Cubic k — € KS
RSM HJ

06 0.8 1 1.2
¥/ Ymax

12 — : ‘ ‘ ————
exp A

L k—¢€ HR

0.8 -

0.6

0.8 1 1.2 1.4

0.6
Y / Ymax

Figure 5. Turbulent shear stress (#v) profiles along the gap centre (top) and at +45° away from the centre of the top rod
(bottom), indicated inset, for low-Re models (left) and high-Re models (right), where solid indicates AWF and dashed SWE.

Secondary Motion

As discussed in the introduction, secondary motion is
driven by anisotropy in the Reynolds stresses and thus only
those models capable of reproducing stress anisotropy are
expected to be able to correctly model it. Figure 6 visualises
the secondary motion predicted by the KS Cubic NLEVM
(top half) and the HJ RSM (bottom half) by superimposing
streamlines over contours of the axial velocity for one of the
sub-channels. The secondary motion comprises a number
of counter-rotating cells, which tend to move fluid from the
channel centre towards the boundaries furthest away (that
is, not towards the closer rod wall). Once the flow reaches
these boundaries it follows the rod surface until meeting the
adjacent cell at +45°. It then returns towards the centre of
the channel completing the circulation. Some black arrows
have been added to the streamlines to better illustrate the
direction of the cells. The NLEVM captures the secondary
cells quite well though the magnitude of the motion (0.32%
of mean axial) was noticeably less than that predicted by the
RSM (2.1% of mean axial). As expected, none of the linear
eddy-viscosity models captured any secondary motion.

Whilst the magnitude of the secondary motion is evi-
dently only small, it can alter the distribution of axial veloc-
ity. This is illustrated in the left of Figure 6, where contours
of the axial mean velocity for a number of the models con-
sidered in this work are presented. The figure splits the left
sub-channel into quadrants, where each quadrant presents
the contours as predicted by the indicated model. The two
EVMs (LS, FM) presented show the inner contour line, at
the centre of the sub-channel, to be nearly circular. In con-

trast, the HJ RSM and KS cubic k — €, predict this curva-
ture to be significantly reduced. This is as a result of the
secondary motion moving fluid (and thus momentum) away
from the £45° on the rod walls and towards the centre.

CONCLUSION

CFD simulations of the flow through a square-arrayed
twin-subchannel geometry typical of those found in nu-
clear thermal-hydraulic applications have been presented.
A wide range of turbulence models (linear eddy-viscosity,
non-linear eddy-viscosity and stress-transport) have been
applied and the use of different near-wall treatments (low-
Re, standard and analytical wall-functions) has also been
considered. For those models which can capture turbulence
anisotropy, the results revealed significant qualitative differ-
ences between the two near-wall modelling approaches ap-
plied. Both high-Re Reynolds stress models tested (Gibson-
Launder, GL, and Craft-Launder, CL) predicted wall shear
stress profiles which deviated from the experimental data at
locations on the rod surface where effects from secondary
motion were present. Owing to its ability to include convec-
tion and pressure-gradient effects, the more advanced an-
alytical wall-function approach offered significantly better
agreement, though did not remove the deviations entirely.
All the low-Re models tested, including the EVMs, offered
qualitatively correct results, with the full stress-transport
closure of Hanjali¢ & Jakirli¢ (HJ) providing the best quan-
titative agreement.

Models based on the linear eddy-viscosity formulation
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Figure 6. Left: Contours of axial velocity split into quadrants for the four models indicated. Right: as left but with KS cubic
k — € model (top half) and HJ RSM (bottom half) and in-plane streamlines superimposed to illustrate the predicted secondary

motion.

could not reproduce the expected secondary motion and
thus failed to capture the deformation in the distribution of
mean axial velocity this produces within the sub-channel
cross-section. The cubic non-linear eddy-viscosity model
tested (Craft-Suga, KS) did correctly reproduce the sec-
ondary circulation cells, though the magnitude of the mo-
tion was an order of magnitude less than that produced by
the RSMs.

Overall, the results demonstrate both the failure of
the standard wall function approach in reproducing flows
with significant near-wall convection and pressure-gradient
effects, and the limitations of using linear eddy-viscosity
approaches in flows with significant anisotropic effects.
Whilst the superiority of the low-Re near-wall approach is
clear, the analytical wall-function tested here does demon-
strate significant improvements over the standard ‘log-law’
based formulation and is thus recommended if computa-
tional resources do not allow a full low-Re approach.
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