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ABSTRACT
We experimentally investigate the late-time RMI

growth of sinuous perturbations of an air/sulfur hexafluo-
ride interface subjected to a Mach 1.2 planar shock wave
within the vertical shock tube (VST) facility at Los Alamos
National Laboratory. Interface perturbations are established
using a novel membraneless technique where cross-flowing
Air and SF6 separated by an oscillating splitter plate enter
the shock tube to create a perturbed density interface. Late-
time mixing widths increase notably for higher ka0 initial
conditions (where k is the wavenumber and a0 is the initial
amplitude) as prescribed by the frequency and sweeping an-
gles of the oscillating plate. We obtain an appropriate scal-
ing to represent our mixing width measurements having a
growth exponent θ = 0.36. This compares well with previ-
ous membraneless studies (0.3-0.43) which, on average, are
found to be ∼ 23% larger than those obtained by membrane
experiments.

INTRODUCTION
The Richtmyer-Meshkov (RM) instability (Richtmyer,

1960; Meshkov, 1970) is the baroclinic generation of vortic-
ity resulting from the misalignment of density and pressure
gradients when a density-stratified interface is impulsively
accelerated by a shock wave. The instability has drawn
significant scientific attention due to its relevance in super-
novae explosions and applications in inertial confinement
fusion(ICF) in finding a viable fusion-based energy source.

The RM instability can be viewed as a form of
Rayleigh-Taylor(RT) instability (Taylor, 1950) in the weak
shock limit where the impulsive force is gravitational.
Richtmyer (1960) identified the similarities to formulate the
linear stability theory for RM flows where the perturbation
amplitude grows linearly until becoming comparable to the
perturbation wavelength. The linear-amplitude growth rate
for a single-mode sinusoidal perturbation between two flu-
ids of different densities (ρ1, ρ2) is given by:

ȧ = k∆VA+a+0 (1)

where a0 is the initial amplitude, k = 2π/λ is the wavenum-
ber, ∆V is the velocity jump across the interface imparted
by the shock and A = ρ2−ρ1

ρ2+ρ1
is the Atwood number. The

post-shock values denoted by ”+ ” were proposed (Richt-
myer, 1960) for having a better agreement between theoret-
ical and computational results. As the amplitude and wave-
length become comparable (ka ≈ 1), nonlinear mechanisms
cause perturbations to grow as asymmetrical bubbles and
spikes and cause a reduction in growth rate.

The most common method employed in laboratory
tests studying the RM instability is to create a perturbed
boundary between two gases in a shock-tube. The main
hurdle however occurs in forming a well-defined interface
between the two gases (Jones & Jacobs, 1997) by meth-
ods that do not effect the post-shock flow. Most experi-
ments starting from the earliest work of Meshkov (1969)
and his co-workers (Aleshin et al., 1988; Andronov et al.,
1995) used a thin sinosoidal nitrocellulose membrane to
separate the gases and setup the initial perturbations. While
the membrane was shattered by the incident shock wave,
the fragment pieces produced are carried with the ensuing
flow which affects the late-time development of the RM in-
stability significantly (Jones & Jacob, 1997) for some gas
combinations and membrane construction types. More re-
cent studies (Prasad et al., 2000; Jourdan & Houas, 2005)
have employed a wire mesh to support the thin nitrocellu-
lose membrane. In this scenario, while the membrane sup-
presses mixing by isolating the two gases from each other
and retarding motions due its inertia and the viscous no-slip
condition, the wire mesh enhances mixing by slicing the
membrane into ribbons and producing wake-generated tur-
bulence. This can make studying the effect of initial condi-
tions on perturbation growth difficult. The membrane frag-
ments also impede the use of modern visualization tech-
niques such as particle image velocimetry (Prestridge et
al., 2000), planar laser-induced florescence (Rightley et
al., 1999) and planar Rayleigh scattering (Budzinski et al.,
1994).

We develop a novel membraneless method where the
undulating motion of a cross-flow is used to set up the initial
conditions. An air-foil flapper, upstream from the test sec-
tion is used to oscillate the cross-flow at various frequencies
and amplitudes. The technique allows us to produce sinu-
ous perturbations for ka0 = 0.30− 0.86 so that we can de-
termine the effect of systematically increasing ka0 values on
the late-time development of the RM instability. For the ex-
perimental conditions employed (Ma = 1.2, At ∼ 0.67), the
results are used to obtain a dimensional scaling for pertur-
bation growth and compared with previous membrane and
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Figure 1. Closeup overview of the initial condition interface setup at station 1.

membraneless studies.

EXPERIMENTAL SETUP
All experiments are conducted at the Los Alamos Na-

tional Laboratory (LANL) Vertical Shock Tube (VST) fa-
cility. A diaphragmless plug and sleeve two-piston driver
(Mejia-Alvarez et al., 2015) is used to produce a Mach 1.2
planar shock wave in a 7 m tall 127×127 mm square cross-
section shock-tube. The VST consists of three diagnostic
stations. A close-up of station 1 is given in Fig. 1 while Sta-
tion 2 & 3 are situated x = 28 cm and 63 cm downstream.
Air is filled from the top and SF6 from the bottom until
the two gases meet and start exiting through the outlet (on
the left) at station 1. This creates a stagnation point flow
at the interfacial location that has the added effect of thin-
ning the diffusion layer. The air (upper side inlet) and SF6
(lower side inlet) cross-flow is first streamlined individually
by passing through a two-part honeycomb mesh. Flapper
oscillations at the mesh exit then produces an undulating
cross co-flow that enters the test-section at 0.2 m/s through a
12.70×3.81 cm channel to form a perturbed interface. The
cross-flow is vented out from the exhaust opposite to the
inflow to prevent any accumulation within the shock-tube
from causing unwanted disruptions to the interface. The
steady-state flapper oscillation frequency and total rotation
angle used ranged between 0.25-3 Hz and 8−16◦.

When the driver is depressurized to generate a shock
wave, two pneumatically driven gates close the inlet and
outlet at each end of the test-section (see Fig. 1). This pre-
vents effects from side-wall openings that can weaken the
incident shock-wave, introduce non-uniformities and also
damage the flapper mechanism. The shock location is mon-
itored using six pressure transducers as it travels down the
tube from the driver. The pressure signals are also used
to trigger the optical diagnostic systems at each station.
All operations including timing, servo-motors, test-section
gates, flapper, shock driver, gas flows and diagnostics are
controlled using LabVIEW.

2-D particle image velocimetry (PIV) diagnostics im-
age the initial conditions and ensuing structures. Six single-
pulse Nd:YAG lasers operating at 532nm wavelength are
used for PIV measurements, and the flow is seeded with
olive oil particles (mixed with SF6 bulk and cross-flow us-
ing a Laskin-nozzle). An optical train (spherical lens fol-
lowed by cylindrical lens) is used to shape the laser beam
into a thin diverging light sheet and directed into the the
shock-tube longitudinally, using a 45◦ angled mirror at the
bottom at station 1 and laterally from sides at stations 2 &

3. The flow fields are visualized at each station using a TSI
PowerView camera having a 4008× 2672 charged couple
device (CCD) array. A single image is taken at station 1 just
prior to the arrival of the shock wave (t = 0 ms) while a pair
(7 µs interframe delay) is recorded at station 2 and 3. The
image pairs are processed using a 3-pass recursive cross-
correlation algorithm with a final window size of 32× 32
pixels at 50% overlap which translated to a 464 µm vector
spacing.

Interface characterization
Characterizing the interface for each flapper condition

is crucial given the objective of this study to determine the
effect of initial conditions on the late-time development of
the RM instability. Three different sets of initial conditions
are investigated using a combination of oscillating plate fre-
quencies, f (Hz), and sweeping angles, ^(◦), (see Table 1).
Figure 2(top row) shows initial interface images for (a) 0.25
Hz, 8◦, (b) 3 Hz, 8◦ and (c) 3 Hz, 16◦. As observed, de-
spite the automation schemes considered to initialize the
perturbations, the interface is not found to be perfectly si-
nusoidal. This is particularly noticeable for larger flapper
frequencies and sweeping angles where the asymmetric and
multi-modal features are more pronounced but a dominant
wavelength and amplitude are still noticeable. We obtain
initial amplitudes and wavelengths by finding average val-
ues for each experiment (Jacobs et al., 2013) which are then
ensemble-averaged over all realizations (a0, λ0) for each
flapper condition investigated with the corresponding vari-
ations(standard deviations) listed in Table 1.

Table 1. Flapper oscillation parameters and corresponding
initial interface characteristics.

f (Hz) ^(◦) λ0(mm) a0(mm) ka0

0.25 8 29.1±3.7 1.37±0.17 0.30

3 8 19.7±1.8 1.65±0.18 0.53

3 16 18.3±1.1 2.51±0.15 0.86
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Figure 2. Particle image velocimetry images at t = 0, 2.65, 5.65 ms for ka0 = (a) 0.3, (b) 0.53 and (c) 0.86.
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Figure 3. Effect of initial conditions on mixing widths
with respect to downstream distance. Mean values at x ≈
280 mm are h(mm) = 31.3, 34.2, 47.1 and at x ≈ 630 mm
are h(mm) = 39.7, 43.3, 60.1 for (�, �, �), respectively.

RESULTS
The evolution of the RM instability for increasing ka0

initial conditions is shown in Fig. 2. The first image shows
the interface just prior to the arrival of the shock wave (t =0
ms) while the second and third are recorded at t = 2.65 and
5.65 ms, respectively. The differences are dramatic where
the baroclinic vorticity roll-up into bubbles of air separat-
ing spikes of SF6 disintegrate into diffuse structures notably
earlier for larger ka0. While the dominant-wavelength with
some small length-scales are preserved at the lowest ka0,
mixing and transition to smaller scales is noted evidently
for ka0 = 0.53 and 0.86 as early as t = 5.65 and 2.65 ms,
respectively. Secondary RM instabilities (Peng et al., 2003)
following the primary baroclinic vorticity deposition (oc-
curring from the misalignment of pressure gradient across
the shock wave and density gradient across the interface)
have been shown to greatly enhance mixing which eventu-
ally triggers a transition to turbulence. This secondary vor-
ticity deposition dominates at intermediate times due to the

misalignment of density gradient across the interface and
vortex-centripetal acceleration arising from the large-scale
rotation of coherent vortices formed by the primary vortic-
ity roll-up. More explicitly, opposite-sign vorticities gener-
ated at the neck and arms of the mushroom structures are
advected into the vortex core. This local fluid entrainment
causes mixing and the structure to disintegrate accordingly.

A spectrum of unwanted small-amplitude short-
wavelength perturbations (Vandenboomgaerde et al., 2014)
due to experimental imperfections and presence of multi-
mode fronts can cause vortex pairing and mode coupling
(Yang & Zabuski, 1989) in the nonlinear late-time growth
regime. Large scales develop by means of a bubble-
competition mechanism (Zufria, 1988) and vortex pairing
when multiple dominant wavelengths are present (Rupert,
1991). As each bubble tries to occupy the maximum possi-
ble space and compete with others, smaller bubbles advance
less due to lower speeds (Layzer, 1955). This causes them
to shrink and slow down while larger ones expand and ac-
quire higher vortex speeds. Eventually, bubbles overtake
their smaller neighbors to form a larger bubble, also known
as a “bubble merger” (Sharp, 1984; Glimm et al., 1990).
This imbalance in cross-coupling strengths may also induce
a tilt effect on the interface. For example, a clockwise in-
terface tilt at late-times (t =2.65, 5.65 ms) is noted for the
highest ka0 in Figure 2(c) where a right-sided descent oc-
curs towards small amplitude perturbations. This disturbs
the evolution of some adjacent bubbles and spikes further
from growing into each other. A similar tilting feature and
disruption in mushroom structures was also noted in gas-
curtain experiments (Orlicz et al., 2013) from disparities in
counter-rotating vortex strengths.

The perturbations break-up at late-times to form mix-
ing regions which then makes it difficult to determine the
shape of the interface. We define the mixing layer width h
as the distance between spike and bubble tips with a mean
amplitude, a = h/2. The images are first corrected for non-
uniform illumination using morphological opening and ad-
justed background subtraction. Spanwise-averaging is then
performed to obtain a mean olive oil concentration distri-
bution and the mixing width is measured as the streamwise
distance between 5% and 95% values of the average con-
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Figure 4. Dimensionless amplitude as a function of normalized distance for ka0 = 0.3, 0.53 and 0.87(See Table 1 for details).
Power law fits follow k(a−a0) ∝ (kx)n where n = 0.37,0.35,0.36, respectively.
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Figure 5. Dimensional-scaling k( a
a0
) = 0.6(kx)0.36 col-

lapses the data for ka0 = 0.30−0.86.

centration profile.
Growth in mixing widths with downstream distance are

shown in Figure 3. As observed, higher ka0 initial condi-
tions result in larger growths with the increase being no-
tably significant for the highest ka0. Normalizing the data
with respect to wavenumber k highlights this effect further
in terms of non-dimensional amplitude. Power-law expo-
nents from fits to the data are found to range between 0.35-
0.37 for ka0 = 0.30− 0.86. Finding an empirical relation
which generalizes the growth of all initial conditions herein,
the dimensional scaling

k
( a

a0

)
= 0.6(kx)0.36 (2)

is able to provide an appropriate fit where all lengths are in
mm.

The late-time growth of the mixing zone has been sug-
gested by a number of researchers (Mikaelian, 1989; Alon

et al., 1995; Zhou, 2017) to follow a power-law behav-
ior h ∼ tθ where the determination of the scaling exponent
0.2 . θ . 0.6 has been a subject of active research. Our
generalized scaling exponent (0.36) is found to be in good
agreement with those by Jacobs et al., (2013) (0.3-0.4) and
close to Weber et al., (2014) (0.43± 0.01), both of which
used membraneless techniques to impose the initial condi-
tions. Values by Krivets et al., (2017) varied over a large
range (0.19-0.57) having ensemble averages of θb =0.38
and θs =0.4 for bubble and spike growth exponents, respec-
tively. Laser-driven experiments by Dimonte & Schneider
(1997) found θ = 0.5± 0.1 for At ∼ 0.9. Later Dimonte
& Schneider (2000) found bubbles and spike responses of
θb =0.25 and θs =0.3 (for A ∼ 0.7). However, to com-
pensate for demixing caused by any residual deceleration
in their linear electric motor system (Dimonte et al., 1996),
it was suggested that these exponents may have to be in-
creased by ∼ 10%. Experiments performed using mem-
branes by Prasad et al., (2000) in comparison produced a
late-time growth exponent of (0.26 ≤ θ ≤ 0.33). Although
more experiments are needed to ascertain the influence of
membranes on the growth rate accurately, comparing our re-
sults with studies employing shock-tube set-ups for similar
shock strengths and Atwood numbers (Prasad et al., (2000);
Jacobs et al., 2013; Weber et al., 2014; Krivets et al., 2017)
indicates membrane remnants suppress the growth exponent
θ on average by ∼ 23%. This is similar to the 20% am-
plitude reduction obtained by Mariani et al., (2008) in the
non-linear stage in comparison with theoretical models.

CONCLUDING REMARKS
We perform an experimental investigation to deter-

mine the effect of initial conditions on the late-time growth
of Richtmeyer-Meshkov(RM) instability. A flapper-based
mechanism consisting of an oscillating airfoil is used to
induce perturbations on an air-SF6 interface with ka0 =
0.30− 0.86. Larger mixing widths are obtained for higher
ka0 initial conditions. A combination of interfacial param-
eters is used to obtain k

(
a
a0

)
= 0.6(kx)0.36 as an appropri-

ate scaling for A ∼ 0.67 and Mach 1.2 where the scaling
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factor (0.36) is found to be in close agreement with pre-
vious membraneless studies (0.3-0.43, Weber et al., 2014;
Jacobs et al., 2013). A comparison with past membrane ex-
periments (Prasad et al., 2000) for similar Atwood numbers
and shock strengths reveals an average growth exponent re-
duction of ∼ 23%. It is noteworthy that the flapper-based
interface and those produced by past membraneless studies
discussed herein are diffuse which tend to have a reducing
effect on the RM instability growth rate (Jones & Jacob,
1997; Collin & Jacob, 2002; Morgan et al., 2016). The
suppression in growth exponent caused by the use of mem-
brane hence could be even larger in comparison to studies
employing a discontinuous interface configuration with no
supports (Liu et al., 2018).
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