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ABSTRACT
In this paper we present a new, theoretically well based, dy-

namic hybrid RANS-LES method, referred to as dynamic linear
unified model (DLUM). It is applied to a high Reynolds number
flow involving both attached and separated flow regimes: a periodic
hill flow is simulated at a Reynolds number of 37,000. Its perfor-
mance is compared to pure LES, pure RANS, other hybrid RANS-
LES, and experimental observations. It is shown that the use of
this computational method offers huge cost reductions of very high
Reynolds number flow simulations compared to LES, it is much
more accurate than RANS, and more accurate than LES, which is
not fully resolved. We identified the reason for the superior perfor-
mance of our new dynamic hybrid RANS-LES method compared
to LES: it is the model’s ability to respond to a changing resolu-
tion with adequate turbulent viscosity changes by ensuring simul-
taneously a physically correct turbulence length scale specification
under the presence of interacting RANS and LES modes.

INTRODUCTION
One of the biggest challenges of computational fluid dynamics

is the accurate and feasible simulation of very high Reynolds num-
ber flows involving flow separation. Such simulations are needed,
for example, to improve the optimization of aircraft flight and wind
turbine performance. The application of direct numerical simula-
tion (DNS) for such flow computations is infeasible for the foresee-
able future, and large-eddy simulation (LES) also is computation-
ally too expensive with respect to the majority of such applications
(Spalart et al., 1997). The alternative use of Reynolds-averaged
Navier-Stokes (RANS) equations suffers from major shortcomings
if such equations are applied to separated flows because of the in-
ability of RANS equations to simulate coherent instantaneous tur-
bulent motions (recirculation regions and vortex shedding), a typi-
cal feature of separated turbulent flows.

The most natural approach to overcome these problems is the
combination of RANS and LES methods to take advantage of both
the computational efficiency of RANS equations and the ability of
LES to resolve large scale flow structures and to simulate coherent
instantaneous structures. There is a huge variety of suggestions of
how hybrid RANS-LES methods should be designed, see, for ex-
ample (Spalart et al., 1997; Travin et al., 2000; Hedges et al., 2002;
Shur et al., 2008; Spalart, 2009; Hamba, 2009; Tucker & David-
son, 2004; Schiestel & Dejoan, 2005; Menter & Egorov, 2010;

De Langhe et al., 2008; Breuer et al., 2008; Fröhlich & Terzi, 2008;
Fasel et al., 2006; Rajamani & Kim, 2010; Fadai-Ghotbi et al.,
2010; Girimaji, 2006). The main problem of this research area is the
understanding of basic mechanisms of a computational method that
is neither RANS nor LES: the interplay of RANS and LES modes
in hybrid RANS-LES methods. The latter interaction is often con-
sidered to be the reason for a suboptimal performance of hybrid
RANS-LES methods, which may suffer, for example, from a lack
of fluctuations at the inlet of LES regions, or a significant amount
of fluctuations that disturb RANS solutions in RANS regions.

The purpose of this paper is to further explore the benefits of
hybrid RANS-LES methods based on stochastic analysis (Heinz,
2003a,b, 2007, 2008; Heinz & Gopalan, 2012; Gopalan et al., 2013;
Heinz et al., 2015; Kazemi & Heinz, 2016). Conceptually, this
approach has several advantages. First, such equations are based
on a stochastic turbulence model that honors the realizability con-
straint (Lumley, 1978; Schumann, 1977; Vachat, 1977), this means
the constraint that an acceptable turbulence closure model be based
on the statistics of a velocity field that is physically achievable or
realizable. The realizability principle is proven to significantly con-
tribute to the development of accurate turbulence models (Fureby &
Tabor, 1997; Ghosal, 1999; Vreman et al., 1994; Durbin & Speziale,
1994; Girimaji, 2004; Pope, 1985, 1994; Speziale et al., 1993;
Wouters et al., 1996). Second, the underlying stochastic turbulence
model implies a hierarchy of simpler models, which can be system-
atically derived. Third, with respect to hybrid RANS-LES meth-
ods, this modeling approach focuses the hybridization problem to
the problem of how scale information is provided to the model,
whereas the velocity field is described by the same equations ap-
plied in RANS and LES. Fourth, with respect to dynamic LES, this
modeling approach enables a formulation of the dynamic coefficient
calculation that is consistent with the derivation of LES equations.

So far, the approach described in the preceding paragraph was
used separately for performing non-dynamic hybrid RANS-LES
simulations of turbulent channel flows (Gopalan et al., 2013) and
swirling turbulent jet flows (Heinz et al., 2015), and nonhybrid dy-
namic LES of turbulent channel flows (Heinz & Gopalan, 2012) and
the turbulent Ekman layer (Kazemi & Heinz, 2016). The purpose
of this paper is to present a new computational method: a hybrid
RANS-LES model that involves LES dynamically. This computa-
tional method will be applied to high Reynolds number separated
flows which were already used for several studies of the perfor-
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mance of computational methods with respect to separated flow
simulations. The following specific questions will be considered:

1. With respect to grids that enable resolving simulations, what
is performance-wise the difference between the new hybrid
RANS-LES model considered and dynamic LES?

2. With respect to much coarser grids, what is performance-wise
the difference between the new hybrid RANS-LES model con-
sidered and dynamic LES?

3. What is the reason for different performances of dynamic LES
and the new hybrid RANS-LES model?

4. With respect to both the new hybrid RANS-LES model consid-
ered and dynamic LES, how do the computational cost of these
methods scale with the Reynolds number?

The paper is organized in the following way. First, the equa-
tions of the dynamic unified RANS-LES model are introduced.
Then the flows considered are described. The performance of LES
and DLUM model versions, will be presented. Finally, the conclu-
sions are summarized.

GOVERNING EQUATIONS
The unified RANS-LES model is based on a realizable stochas-

tic model for turbulent velocities (Heinz, 2003a,b, 2007, 2008;
Gopalan et al., 2013). The model implies the exact but unclosed
filtered Navier-Stokes equations. This means, the conservation of
mass and momentum equations implied by the stochastic veloc-
ity model. Governing equations for the unified RANS-LES model
used in here in all details can be find in recently published paper
(Mokhtarpoor et al., 2016). The final version of conservation of
mass and momentum equations reads

∂Ūi

∂xi
= 0, (1)

D̄Ui

D̄t
=− 1

ρ

∂P
∂xi

+2
∂ (ν +νt)S̄i j

∂x j
. (2)

Here, the overbar refers to ensemble-averaged (RANS) or space-
averaged (LES) variables. D̄/D̄t denotes the filtered Lagrangian
time derivative, Ui denotes components of the velocity vector, P =
(p̄/ρ + 2k/3) is the modified pressure, ρ is the constant fluid den-
sity, ν is the constant kinematic viscosity, and Si j is the rate-of-
strain tensor. For obtaining of Eq. (2), a linear SGS stress model
τi j (Heinz, 2007) which implies an expression for the SGS stress
τi j = 2/3kδi j − 2νt S̃i j where the turbulent viscosity is given by
νt = 2(1− c0)kτ/3. τ is the dissipation time scale of turbulence,
and c0 is a model constant that is specified below. The transport
equation for turbulent kinetic energy k is derived as (Heinz, 2003b)

D̄k
D̄t

=
∂

∂x j

[
(ν +νt)

∂k
∂x j

]
+νt |S̃|2−

k
τ
, (3)

where |S̃|= (2S̃i jS̃ ji)
1/2 refers to the magnitude of the rate-of-strain

tensor.

Coupling of RANS and LES model
Equations (2) and (3) are unclosed as long as the time scale τ

is not defined. Usually applied RANS and LES equations can be re-
covered by using τ = τRANS with τRANS = 1/ω for the RANS case,
and τ = τLES with τLES = ∆k−1/2 for the LES case, respectively.
Here, ∆ refers to the filter width, which is defined to be the large
side filter, ∆ = ∆max =max(∆x,∆y,∆z), and ω is the characteristic
turbulence frequency. To provide ω we solve transport equation for
the turbulent frequency (Bredberg et al., 2002).

The unification of RANS and LES models is accomplished
by introducing the unified time scale by the relation τ =
min(τRANS,τLES).

The dynamic linear unified model (DLUM)
The closure of Eqs. (2), (3) and turbulent frequency transport

equation combined with the incompressibility constraint still re-
quires the definition of 2(1−c0)/3 in the SGS viscosity. To clearly
distinguish between parameter settings in RANS and LES regimes
we introduce new parameters for 2(1− c0)/3 in RANS and LES
modes,

νt =

{
Cµ kτRANS RANS region
CdkτLES LES region

(4)

We can compute Cd dynamically if the equations are in LES mode.
There is a variety of dynamic LES methods. The advantage of the
approach used here is that the dynamic LES method can be designed
fully consistent with the LES model applied (Heinz, 2008; Heinz &
Gopalan, 2012). The stochastic model considered to derive the LES
model is upscaled such that this upscaled stochastic model implies
test-filtered LES equations. The upscaled stochastic model deter-
mines an algebraic model for the deviatoric Leonard stress, which
enables the dynamic coefficient calculation based on minimizing
the least-squares error. This implies for Cd the relation

Cd =−
Ld

i jM ji

MklMlk
. (5)

Here, Ld
i j refers to the deviatoric component of the Leonard stress

Li j =
̂̄UiŪ j − ˆ̄ui ˆ̄u j (the hat refers to the test filtering), and Mi j is

given by Mi j = 2∆T
√

kT ˆ̄Si j, which involves the test-filter turbulent
kinetic energy kT = Lnn/2 and filter width on the test-filter level
∆T = 2∆.

In RANS mode, the use of a constant value for Cµ does not
account for the damping effect of walls. We have used a new
Cµ blending method for treating wall effects (Mokhtarpoor et al.,
2016).

PERIODIC HILL FLOW
We have considered the separated flow over a periodic hill flow

which its geometry follows Mellen et al. (2000). Experimental
studies of this flow at Reynolds number of Re = 37,000 has been
carried out by Rapp & Manhart (2011). A water channel of eleven
meters in length has been used in the Hydromechanik Laborato-
rium of the Technische Universität München. Hills having a height
of 3.035h were installed in the rectangular channel (dimensions are
given in terms of the hill height h = 50mm). The width of channel
was chosen to be 18h to achieve homogeneity in spanwise direction.
Ten hills with an inter-hill distance of 9h were installed inside the
channel. Two-dimensional particle image velocimetry (PIV) and
laser-Doppler anemometry (LDA) were used as measurement tech-
niques.

Numerical simulations of this flow at Re = 37,000 have been
performed by Chaouat & Schiestel (2013). They applied their PITM
hybrid model (Chaouat & Schiestel, 2005) on grids ranging from
240×103 to 960×106 points. PITM simulation results were com-
pared with RANS Reynolds stress model (RSM) results. The au-
thors observed that in contrast to the PITM simulations, the RSM
computations showed important weaknesses regarding the predic-
tion of this flow caused by the lack of large unsteady eddies.

Figure 1 shows the computational domain applied in our sim-
ulations. The size of the computational domain is Lx = 9h, Ly =
3.035h, and Lz = 4.5h in the streamwise, wall normal, and span-
wise directions, respectively, where h is the height of the hill. The
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Reynold number of the flow is 37,000 based on hill height and bulk
velocity above the hill crest. At the bottom and top, the channel
is constrained by solid walls. No-slip and impermeability boundary
conditions are used at these walls. Periodic boundary conditions are
employed in the streamwise and spanwise directions.

Figure 1: Computational domain of two-dimensional hill flow
simulations: A sample curvilinear grid is shown.

RESULTS
In this section performance of DLUM model is presented in

two parts. First, by comparing with LES model in different grids
and second, by comparing with other DLUM versions that uses
slightly different near wall treatment in RANS layer. Then the gray
area problem is investigated for DLUM model.

DLUM vs. LES
We present a comparison of the performance DLUM vs LES

models (LES on 20M, 5M, 500K grids, DLUM simulations on the
500K grid). First, we consider main flow charactristics by compar-
ing streamlines and reattachment and separation points.

Table 1 summarizes the separation, reattachment points and
percentage εreatt of discrepancy with the experimental data for LES
and DLUM simulations. The comparison between DLUM and 20M
LES results shows that the difference of reattachment and separa-
tion points is approximately the same. The difference is that the
reattachment point provided by the DLUM is closer to the experi-
mental result (Rapp & Manhart, 2011) than the 20M LES reattach-
ment point. There is a difference between fine and coarser LES re-
sults regarding the reattachment and separation points: the coarser
LES provide this distance 6.4% shorter than the fine grid LES. This
indicates shortcomings of coarser LES to accurately simulate the
recirculating bubble. Overall, we conclude that the DLUM perfor-
mance is better than the performance of the fine grid LES consid-
ered.

The mean streamwise velocity 〈U〉/Ub obtained by the DLUM
simulation are compared with available experimental data and the
three LES simulations considered (see Fig. 2). It is found that
the DLUM shows an impressive ability to reflect the most impor-
tant flow feature, the mean streamwise velocity. The comparisons
with experimental data reveal an almost perfect performance of the
DLUM

It is found that the DLUM shows an impressive ability to re-
flect the most important flow feature, the mean streamwise velocity.
The comparisons with experimental data reveal an almost perfect
performance of the DLUM in comparison with fine LES model.

DLUM vs. DLUM versions
In this section compare the three DLUM versions (DLUM,

DLUM-NW, DLUM-FW), which do only differ by their condition-
ing on the ratio kmod/ktot of modeled to total kinetic energy in the
near wall region where Cµ damping is applied (?). In particular, we

Table 1: Location of separation and reattachment points ob-
tained by DLUM and LES simulations on different grids.

Simulation Ncell x/hsep x/hreatt εreatt

LES 20M grid 20 M 0.23 3.65 3%

LES 5M grid 5 M 0.24 3.5 7%

LES 500K grid 500 K 0.3 3.5 7%

DLUM 500K grid 500 K 0.35 3.8 1%

consider their ability to respond to variations of kmod/ktot with tur-
bulent viscosity changes. It helped us to find a best wall treatment
for RANS layer.

The differences of DLUM versions is addressed in Fig. 3,
which shows contour plots of the turbulent viscosity ratio 〈νt/ν〉
and kmod/ktot . Due to the fact that kmod/ktot variations take place in
thin layers close to the wall, we do not find extended kmod/ktot vari-
ations over all the flow field as given with respect to viscosities. As
expected, the largest variations of kmod/ktot take place immediately
after separation at about x/h = 0.5.

Let us compare first the DLUM-NW and DLUM features. The
DLUM implies at about x/h = 0.5 a more extended area of rela-
tively low resolution (high kmod/ktot ) compared to the DLUM-NW.
It is very interesting to see that the DLUM treats the down-hill near
wall region as a less resolved area. The differences of kmod/ktot
variations given by the DLUM-NW and DLUM, which may appear
to be relatively small, have a clear effect on the turbulent viscosity
distributions. In contrast to the DLUM-NW, the DLUM treats the
down-hill near wall region in a much more balanced way as an area
of relatively low resolution and corresponding high turbulent vis-
cosity. Otherwise, it is relevant to note that the overall viscosity dis-
tribution is not affected and basically equal for the DLUM-NW and
DLUM. Compared to the DLUM, the DLUM-FW further extends
the areas of relatively low resolution, in particular in the down-hill
near wall region. As can be expected, this leads to a further increase
of viscosity in the down-hill near wall region. However, the much
more dominant effect is a significant change of the overall viscosity
distribution. The increased viscosity accumulation near the wall im-
plies a viscosity reduction in most of the other flow: we see larger
(blue) areas of relatively small viscosities and smaller (green and
red) areas of relatively high viscosities. Compared to the DLUM,
neither the imbalanced treatment of the down-hill near wall region
implied by the DMUL-NW nor the more imbalanced overall vis-
cosity distribution implied by the DLUM-FW can be expected to
contribute to better flow predictions. It turns out that the differences
of DLUM versions discussed in the preceding paragraph imply a
different performance in simulations. This is demonstrated in terms
of Fig. 4, which shows mean velocities and stresses of DLUM ver-
sions in comparison to corresponding pure RANS and LES results
on the same grid. First, compared to the DLUM it is surprising
to see that the DLUM-NW and DLMU-FW have a relatively lim-
ited effect on the stresses. However, there are clear deficiencies
of DLUM-NW and DLMU-FW mean velocities. In particular, we
see that the DLUM-NW and DLUM-FW produce velocities that are
relatively similar to the velocities of pure LES and RANS, respec-
tively. This can be explained by the relatively small and relatively
high turbulent viscosities of the DLUM-NW and DLUM-FW, re-
spectively. What causes such LUM-NW and DLMU-FW deficien-
cies? The significant difference between the DLUM and DLUM-
NW and DLMU-FW is that the DLUM ensures a physically correct
length scale specification, in particular, under the presence of inter-
acting RANS and LES modes (which poses a nontrivial problem,
see the discussion in Sect. 5.1). In combination with the ability

9C-4



−0.2 0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

3.5

〈U〉/Ub

y
/
h

 

x/h =0.5

Exp. Data

LES G 20M

LES G 5M
LES G 500K

DLUM G 500K

0 0.5 1
0

0.5

1

1.5

2

2.5

3

3.5

〈U〉/Ub

y
/
h

 

x/h =2.0

Exp. Data

LES G 20M

LES G 5M
LES G 500K

DLUM G 500K

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

3.5

〈U〉/Ub

y
/
h

 

x/h =6.0

Exp. Data

LES G 20M

LES G 5M
LES G 500K

DLUM G 500K

Figure 2: DLUM versus dynamic LES on different grids and experimental results: profiles of the streamwise velocity 〈U〉/Ub are
shown at different axial positions.

to respond with turbulent viscosity variations to resolution changes,
the latter requirement appears to be the essential condition to ensure
an optimal performance of a hybrid RANS-LES model.

2 4

nut/nu

0 6

(a) DLUM-NW (b) DLUM-NW

2 4

nut/nu

0 6

(c) DLUM-FW (d) DLUM-FW

2 4

nut/nu

0 6

(e) DLUM (f) DLUM

Figure 3: Comparison of DLUM versions: contour plots
of the turbulent viscosity ratio 〈νt/ν〉 (left) and the ratio
kmod/ktot of modeled to total turbulent kinetic energy (right)
obtained by the three DLUM versions.

Gray area problem
We finish this discussion with a general remark on the differ-

ence between the DLUM and other hybrid RANS-LES methods.
The gray area problem is often seen to be the most challenging prob-
lem of developing hybrid RANS-LES methods. The gray area refers

to the transition zone of regions that are treated as RANS and LES,
this means the zone where we have difficulties to explain which
type of simulation is actually applied. The term gray area problem
refers to problems arising from the treatment of this transition zone.
In particular, we may see a lack of fluctuations in the entrance re-
gion of LES-dominated regions, leading to a decreased ability of
LES to resolve motions. Or, we may see an excess of fluctuations
in RANS-dominated regions, leading to performance shortcomings
because RANS equations are not designed to deal with a significant
amount of fluctuations. The DLUM results reported here do not
give any indication of a gray area problem related to the DLUM.
The same applies if this problem is considered from a theoretical
view point. The DLUM can be seen as dynamic LES where RANS
is used to dynamically adjust the turbulent viscosity to a changing
flow resolution. In this way, LES and RANS are not used as inde-
pendent computational methods that need to be merged. Therefore,
there is no reason to expect a gray zone problem because a gray
zone does not exist. The gray area problem is usually addressed by
asking whether the hybrid RANS-LES model considered implies a
log-law mismatch, this means significant deviations from the log-
law mean velocity profile, see, e.g., Ref. Gopalan et al. (2013).
To provide further evidence for the view presented in the preceding
paragraph, we consider the mean velocity profile close to the wall.
Due to the presence of the recirculation region, there is no log-law-
like behavior of the mean velocity close to the lower wall. Charac-
teristic mean velocity variations close to the upper wall are shown
in wall-units at x/h = (0.5,6) in Fig. 5 by including the log-law
indicator function I = dU+/dln(y+). It may be seen that there are
significant differences between the DLUM predictions and the cor-
responding behavior seen in channel flow without hills: the typical
U+ = y+ variation in the viscous layer is missing, and U+ is much
higher than seen in regular channel flow. These differences can be
attributed to the DLUM grid resolution and the hill-induced high
velocity values in the upper half of channel flow here, see Fig. 2,
respectively. In particular for x/h = 6, the log-law indicator func-
tion indicates a log-law-like mean velocity variation close to the
wall. Unfortunately, experimental data are missing in this flow re-
gion. However, the most important observation is the following: a
log-law mismatch produced by any hybrid RANS-LES model is al-
ways also seen by a significant velocity over-prediction in the defect
layer, but in this flow region we see an excellent agreement between
DLUM results and experimental data. Thus, this comparison does
also support the view that the DLUM does not suffer from the gray
area problem.

9C-4



−0.2 0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

3.5

〈U〉/Ub

y
/
h

 

x/h =0.5

Exp. Data

RANS G 500K

LES G 500K

DLUM−NW G 500K

DLUM−FW G 500K

DULM G 500K

0 0.05 0.1 0.15 0.2
0

0.5

1

1.5

2

2.5

3

3.5

〈uu〉/U2
b

y
/
h

 

x/h =0.5

Exp. Data

RANS G 500K

LES G 500K

DLUM−NW G 500K

DLUM−FW G 500K

DULM G 500K

−0.08 −0.06 −0.04 −0.02 0 0.02
0

0.5

1

1.5

2

2.5

3

3.5

〈uv〉/U2
b

y
/
h

 

x/h =0.5

Exp. Data

RANS G 500K

LES G 500K

DLUM−NW G 500K

DLUM−FW G 500K

DULM G 500K

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

3.5

〈U〉/Ub

y
/
h

 

x/h =6.0

Exp. Data

RANS G 500K

LES G 500K

DLUM−NW G 500K

DLUM−FW G 500K

DULM G 500K

0 0.05 0.1 0.15 0.2
0

0.5

1

1.5

2

2.5

3

3.5

〈uu〉/U2
b

y
/
h

 

x/h =6.0

Exp. Data

RANS G 500K

LES G 500K

DLUM−NW G 500K

DLUM−FW G 500K

DULM G 500K

−0.04 −0.02 0 0.02
0

0.5

1

1.5

2

2.5

3

3.5

〈uv〉/U2
b

y
/
h

 

x/h =6.0

Exp. Data

RANS G 500K

LES G 500K

DLUM−NW G 500K

DLUM−FW G 500K

DULM G 500K

Figure 4: Comparison of the performance of the three DLUM versions versus RANS, dynamic LES, and experimental data: mean
velocities and Reynolds stresses are shown at x/h = (0.5,6).
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Figure 5: Mean velocity U+ in wall-units versus ln(y+):
Comparison of DLUM results and experimental data at x/h =
(0.5, 6). Here, y+ refers to the distance to the upper wall in
wall-units. The blue line shows the log-law indicator func-
tion I = dU+/dln(y+).

CONCLUSIONS
A new hybrid RANS-LES method is presented by combin-

ing of a hybrid RANS-LES method with dynamic LES. The hy-
brid RANS-LES model presented here is efficient for very high
Reynolds number flow simulations compared to LES, it is much
more accurate than RANS, and more accurate than under-resolved
LES. From a more general view point, the DLUM is more reliable
than LES for high Reynolds number flows, which often faces the
nontrivial question (Davidson, 2009, 2010) of how well resolving
the LES actually is. We identified the reason for the superior per-
formance of the DLUM compared to LES: it is the DLUM ability to
respond to a changing resolution with adequate turbulent viscosity
changes by ensuring simultaneously a physically correct turbulence
length scale specification under the presence of interacting RANS
and LES modes. Based on conceptual arguments and our simu-
lation results, we also concluded that our DLUM does not suffer
from the gray area problem, which is usually considered to repre-
sent the biggest challenge of hybrid RANS-LES methods. Obvi-
ously, it would be highly beneficial to obtain more evidence for the
advantages of the DLUM with respect to highly complex and very
high Reynolds number flow simulations.
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