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ABSTRACT

We apply the vortex-surface field (VSF), a Lagrangian-based
structure-identification method, to the DNS database of the K-type
transitional boundary layer (Sayadi al., 2013). The VSFs are
constructed from the vorticity fields within a sliding window at
different times and streamwise locations using a recently developed
boundary-constraint method. The isosurfaces of the VSF, repre-
senting vortex surfaces consisting of vortex lines with different wall
distances in the laminar stage, show different evolutionary geome-
tries in the transition. We observe that the vortex surfaces evolve
from wall-parallel planar sheets through hairpin-like structures into
a turbulent spot with offspring hairpins. From quantitative analysis,
we show that a small number of representative vortex surfaces
can contribute significantly to the increase of the skin-friction
coefficient in the transition, which implies a reduced-order model
based on the VSF.

INTRODUCTION
Transitional wall flows are statistically non-equilibrium and

the hypothesis that these structures are important for drag reduction
and turbulence control in transitional wall flows (Robinson, 1991;
Adrian, 2007). Our aim is to elucidate the late transition by charac-
terizing the dynamical evolution of a small number of representative
vortical structures.

The vortex-surface field (VSF), a Lagrangian-based structure
identification method, is developed to study the evolution of vorti-
cal structures in viscous flows (Yang & Pullin, 2010, 2011). This
method is rooted in the Helmholtz vorticity theorem for inviscid
flows, and introduces a two-time approach and a numerical dissipa-
tive regularization for viscous flows. Every iso-surface of the VSF
@, that is a three-dimensional globally smooth scalar defines a vor-
tex surface consisting of vortex lines. A systematic methodology
is developed for constructing smooth VSFs in simple laminar flows
(Yang & Pullin, 2010; Zhacet al., 2016), and then the equation-

s describing the evolution of VSFs are obtained (Yang & Pullin,
2011).

The VSF method has been successfully applied to viscous
highly symmetric flows (Yang & Pullin, 2011) and transitional
channel flows (Zhaet al., 2016). The evolution of VSFs suggests

are characterized by the emergence of coherent structures evolving a possible scenario for explaining vortex dynamics in the laminar-

from large-scale simple structures into multi-scale complex struc-
tures. Although the role played by the coherent structures is still not
fully understood, many studies have provided evidence supporting
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turbulent transition and scale cascade in terms of topology and ge-
ometry of vortex surfaces. In order to characterize the continuous
vortex dynamics, the VSF uses evolving vortex surfaces along with



attached vortex lines and their vorticity magnitude, whictnbanes

the strengths of existing identification methods used in wall turbu-
lence. As a natural extension, it is interesting to apply the VSF to
the transitional boundary layer.

Owing to the lack of a universal transition mechanism, the tran-
sitional wall flow is also a challenging paradigm for developing sim-
ple predictive models. For example, although the large-eddy sim-
ulation (LES) can resolve the unsteady large-scale motion, Sayadi
& Moin (2012) found that most of the subgrid scale (SGS) model-
s in LES significantly underpredict the skin friction in transitional
boundary layers on coarse grids, particularly for the late nonlinear
stage. The existing SGS models fail to provide the accurate con-
tribution of SGS motions to large-scale motions in the near-wall
region where small-scale, anisotropic coherent structures are im-
portant in inducing the scale cascade in the transition. In addition,
the wall-resolved LES is hard to be used in high-Reynolds-number
wall flows due to its high computational cost.

Instead of resolving the near-wall structures, the wall-modeled
LES (WMLES) uses a reduced-order model to simplify the under-
resolved near-wall flow as a modified boundary condition (Park &
Moin, 2014). Since the existing wall models are developed on-
ly for fully developed turbulent flows, the transitional flow is still
challenging for WMLES. In implementations, an ad hoc sensor is
required to artificially switch off the wall model in the laminar re-
gion. Hence, we need improved reduced-order models for transi-
tional wall flows with evolutionary coherent structures.

Furthermore, some decomposition methods, e.g., the proper or-
thogonal decomposition (Berko@ al., 1993), the dynamic mod-

e decomposition (DMD) (Schmid, 2010), and the resolvent-mode
decomposition (Mckeon & Sharma, 2010), have been developed
to characterize near-wall coherent structures using a small number
of modes. In particular, the DMD has been applied to transitional
boundary layers to assess the contribution of coherent structures to
flow statistics (Sayadit al., 2014), anda priori tests show that sev-
eral low-frequency DMD modes can provide an accurate estimate of
the skin-friction coefficient in the transition. These reduced-order
representations appear to be useful in improving our understanding
of the dynamics of coherent structure, though they have yet to be
predictive models i posteriori tests for transitional wall flows.

In the present study, the VSF is applied to the DNS database of
the Klebanoff-type (K-type) transitional boundary layer reported in
Sayadiet al. (2013). Statistical study based on the VSF is then used
to analyze the contribution of a set of representative vortex surfaces
to the flow statistics. The characterization of a small number of

two-time approach (Yang & Pullin, 2011), but it requires a tempo-
rally resolved series of velocity fields with the nearly zero-helicity-

density initial field, and its computational cost can be much higher
than that of the DNS for velocity fields.

Recently, Xiong & Yang (2017) developed a new boundary-
constraint method for constructing VSFs. It needs only a single
velocity field to calculate the VSF at a given time instead of using a
time series of DNS velocity database in the two-time approach. The
boundary-constraint method requires that most of the vortex lines in
the given velocity field should pass through boundaries, so it can be
used for shear flows. In addition, the VSFs constructed from the
velocity fields at different times in the K-type transition are shown
to be consistent with the results from the two-time approach.

The basic idea of the boundary-constraint method is illustrated
in Figure 1. We impose the VSF constraiit at the lateral bound-
ary and advect the constraint into the entire donfimising the
frozen vorticity field as

w+w(x,t)ﬂ@(x,t;r) =0, xeQ, 7>0, (2
w(xt)-O@(xt;7) =0, x€0dQ, >0, (3)
axET) =@(xt), xeQ, 1=0, (4)

whereg(x,t) is a given initial condition, and is pseudo-time. In
Eq. (2), @ is transported by the frozen vorticigy(x,t). The cor-
responding transport equation f&f, has the same form as Eq. (2)
with 4, = 0 at boundaries. Thusgp(x,t;T) can converge to the
desired VSF through the evolution in pseudo-time as

@xt) = im @(x 7). (5)

The maximum pseudo-tim&; depends on the given error tol-
erance. In the present implementation, the deviafigh= w -
O/ (Jw||Cey|) is controlled below 5% and the correspondifig
is 0.26 with O(10°) pseudo-time steps.

Eq. (2) is advanced im using the third-order total-variation-
diminishing Runge-Kutta method, and the convection term is treat-
ed by the fifth-order weighted essentially nonoscillatory (WENO)
scheme (Jiang & Shu, 1996). The numerical diffusion in the WENO
scheme can serve as a numerical dissipative regularization for E-
g. (2). Moreover, in order to increase the computational accuracy

representative vortex surfaces may shed light on a structure-based and efficiency in the calculation of Eq. (2), two ghost zones are

decomposition and a reduced-order presentation.

Moreover, two recently developed techniques are used, includ-
ing the boundary-constrained method (Xiong & Yang, 2017) for
constructing VSFs, and the sliding window filter (Zheagal.,
2016) for extracting spatially developed coherent structures. These
two methods can alleviate the high computational cost for calculat-
ing VSFs.

CONSTRUCTION OF VSF
The boundary-constraint method

Given a three-dimensional vorticity field(x,t) at a time in-
stantt, the VSF @, is defined to satisfy the constraint (Yang &
Pullin, 2010)

% =w-0@, =0, 1)

so that every isosurface @f; is a vortex surface consisting of vor-
tex lines. The evolution of the VSF can be calculated using the
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added next to the lateral boundaries of the computation domain. In
the ghost zones, vortex lines are artificially stretched to be normal
to the leftmost or the rightmost boundary, as illustrated in Figure 1.
More details of the boundary-constraint method can be found in X-
iong & Yang (2017).

Construction of VSFs in the transitional boundary
layer

The boundary-constraint method is applied to the DNS
database of the K-type boundary-layer transition (Sayhdil.,
2013) at the Center for Turbulence Research (CTR) at Stanford Uni-
versity. In the DNS, the fully compressible Navier-Stokes equations
are solved with the fourth-order finite difference scheme. The Mach
numberMa = 0.2 is sufficiently low for compressibility effects to
be negligible. The inlet Reynolds number based on the distance
from the leading edge and the free-stream velocitRag = 10°,
and the distance of the inlet station from the leading edge of the
platexg is used as the reference length scale. Some parameters of
the DNS are shown in Table 1, whe¥g, Ny andN; are the numbers
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Figure 1. A schematic diagram of the boundary-constraint atefor constructing the VSF in a transitional boundary layer (Xiong & Yang,

2017).

Cases N, NN L Ly L, Xe

DNS 4096 550 512 86 092 06 530

w1 768 768 768 0.17 0058 0.5 2.40

w2 768 768 768 0.25 0.058 0.15 271

w3 768 768 768 0.36 0.058 0.5 2.82

w4 768 768 768 042 0.058 0.15 3.09

w5 768 768 768 050 0.058 0.15 3.8
Table 1. Parameters of the DNS (Sayadil., 2013) and the VSF

calculations in different windows (W1-WS5).

of grids in the streamwise, wall-normal and spanwise directions, re-
spectively, and.x, Ly andL; are the sizes of the simulation domain
non-dimensionalized byy. The Tollmien—Schlichting (TS) waves
and the oblique waves are introduced within a narrow disturbance
strip near the inlet. The width of the disturbance strifiis= 0.2

and the spanwise wavelength of the oblique wavgis- 0.15. The
computational domain used in the DNS contailg # the span-
wise direction.

As illustrated in Figure 2, the computational domain for the
VSF calculations is extracted by a sliding window from the entire
DNS domain. The parameters of the VSF computation are also
shown in Table 1, wherky, Ly andL; are the sizes of the window,
andxc is the center of the sliding window in the streamwise direc-
tion. The sliding window with increasing: moves and stretches in
the streamwise direction during the transition to capture the major
deformation of the vortex surface whose streamwise extent in the
laminar stage if. Furthermore, the height of the sliding window is
selected aky = 0.058, which is about & 2 boundary-layer thick-
ness so that the nearly laminar field in the outer layer is excluded.

Moreover, as suggested in Zheioal. (2016), the initial VSF
in Eq. (4) is set ag,o = y/Ly. This initial condition ensures that the
VSF is invariant in the mean shear flow and is compatible with the
boundary conditions. We remark that the isosurfaceggivith 0 <
@o < 1 are stream surfaces at the initial time, and the contour level
of @, denotes the wall distance of the wall-parallel vortex surfaces
in the laminar stage.

Vortex surfaces with the same initial planar geometry and dif-
ferent initial wall-distances can have different evolutionary geome-
tries in their evolution (Zhaet al., 2016). Those vortex surfaces
that are very close to the wall or remote from the wall have on-
ly slight deformation owing to the relatively small disturbances in
both regions. On the other hand, the vortex surfaces from the near-
wall region can evolve into complex shapes, and they can be used
to characterize the vortical structures in late transition. As sketched
in Figure 2, these vortex surfaces evolve along with the rise of the
skin-friction coefficient, which motivates the quantitative investiga-
tion of such representative vortex surfaces and their role in the local
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increase in skin friction.

EVOLUTION OF VSF
Visualization on the evolution of VSFs

We consider isosurfaces of the VSF to study the evolution of
vortex surfaces in the K-type transitional boundary layer. In Fig-
ure 3, the VSF isosurfaces gf = 0.28 at four different windows
and times display signature vortical structures in the late transition.
We definetg as the time for the first window in Figure 3(a), and the
time interval between the snapshots are non-dimensionalized by the
length scalexy and the free-stream sound speed. The vortex lines
integrated from the isosurfaces are almost attached on the surfaces,
which demonstrates the accuracy of the VSF calculation.

From the initial vortex surface parallel to the wall, the vortex
surface first forms a triangular bulge in Figure 3(a), and then evolves
into a series of hairpin-like structures in Figures 3(b) and (c). Un-
der the effects of the mean-flow shear and the self-induced motion
of the vortical structures, the hairpin-like structures are stretched
and detached from the original bulge after their formation. Sub-
sequently, the vortex surfaces under the hairpin heads are rapidly
distorted, and the distortion propagates in the spanwise direction in
a wave-like pattern in Figure 3(d), which can generate small-scale
offspring hairpins. The regeneration of hairpins appears to trigger
the formation of the turbulent spot and final breakdown into turbu-
lence (Brinkerhoff & Yaras, 2014). We remark that the continuous
evolution of vortical structures from a simple planar vortex surface
through hairpin and structure packets to turbulent spot is visualized
using the VSF isosurfaces with a single contour level representing
the initial wall distance, rather than using different iso-contour lev-
els as in most existing vortex identification methods.

In Figure 4, we compare the structures identified by the isosur-
face of the VSF, vortex lines and the isosurface of @xeriterion
(Huntet al., 1988). The structures identified by the vortex surface
in Figure 4(a) show the regeneration of small-scale bulges and hair-
pins in the spanwise direction, and their Lagrangian-like evolution
process can be deduced from the VSF isosurfaces in the sequential
snapshots in Figure 3. In Figure 4(b), the vortex lines look chaot-
ic and less coherent than the vortex surface in Figure 4(a), though
they are integrated based on the VSF isosurfaces. In Figure 4(c),
the EulerianQ-criterion can identify the vortex cores, which coin-
cide with the tube-like region with high curvature on the VSF iso-
surface. However, th@-isosurface shows the visual “breakdown”
of vortical structures, which cannot elucidate the vortex dynamics
such as rolling up and reconnection. In general, the VSF method
can combine the strengths of existing identification methods used
in wall turbulence as well as revealing the Lagrangian vortex dy-
namics, and additional quantitative analysis can be obtained based
on the VSF level sets.
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Figure 2. A schematic diagram of the rise of the skin-fricti@efficient and the evolution of vortex surfaces in the transitional boundary
layer. The representative vortex surface with significant deformation is shown by the thick solid line.

Figure 3. Evolution of the vortex surface @f = 0.28 in the K-type transitional boundary layer, @)= 2.40 andt = tg; (b) X = 2.71 and
t =19+ 0.037; (c)xc = 2.82 andt =ty + 0.055; (d)xc = 3.09 andt =ty + 0.083. The VSF isosurfaces are color-coded by y, and vortex lines

are integrated from the surfaces.

Characterization of representative vortex surfaces shear stress isy = pv(d(u)z/dy)\yzo. Therefore, the increase of
We have shown that the vortex surfaces with large deformation  the wall-friction caused by turbulent fluctuatioB§ can be repre-
display signature vortical structures in the late stages of transition. gented by the weighted integral of the Reynolds shear stress.
These .representatlve _vprtex surfaces may ?ISO be |mportar_1t in the To investigate the relations between the deformation of the
dynamics of the transition process. In particular, we examine the . .
relation between the representative vortex surfaces and the increasevortex surfaces and the momentum transport in the transition, we
/een the repres present the contour of (1—y/d)(U'V') on the spanwise symmet-
of the wall-friction in transition. . . .
. - ric plane atz = L;/2 andx; = 2.71 in Figure 5, along with VSF
As derived by Fukagatet al. (2002), the wall-friction of plane isoli — 01 anda@ — 0.2. W hat (1 S UV
boundary layers can be decomposed into different parts. One of the ISOINes @ = OI andey = 0.2. We can see that (1 - Y/ )(u . )
. L . ) concentrates in ribbon-like local regions, and the distribution ap-
major part, the turbulent friction, can be written as - . IV
pears to coincide with the hairpin-like structures enclosed by the
VSF isolines, because the hairpins induce “ejections” and “sweeps”

cl — /6<(1_ %)(—u’\/»dy. ©) (Adrian, 2007) with Iarg.e. spz.atial variations dﬁ/
0 Based on the identification of the space-filling vortex surfaces,
we quantify the contributions from different vortex surfaces with
Here, the wall-friction coefficien€; = 21,/ (pU£), and the wall- initial wall distances &< @, < 1 to the Reynolds shear stress and to
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Figure 4. \Vortical structures identified by different methadthe K-type transitional boundary layenat= 3.26 andt =tp+0.101, (a) VSF

isosurface; (b) vortex lines; (€)-isosurface.
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Figure 5. Contour of-d(u'V')/dy and VSF isolines on the symmetric spanwise plare-at ,/2 andx; = 2.71.

the skin friction. For an arbitrary functiof(x, y, z) at a particulay,
we define the plane average as

(f)y= /0 - /0 " fxdz/Ae, )

where Ag = [5* [;7dxdz is the plane area, and we define

the VSF-based conditional average abl¢ < @ < @) =
[ Js, fdxdz/Ag, whereS, is the region withgn < @ < @ on

an x-z plane. Then(—(1—y/d)(UV)) represents the weight-

ed Reynolds shear stress averaged within the sliding window,

and

(—(1-y/d)(UV)|@ < @ < @) denotes the contribution from the
vortex surfaces witlp, < @, < @ to the weighted Reynolds shear

stress. As shown in Figure 6, the vortex surfaces with& @, <

0.25, which only occupy approximately 20% volume of the slid-
ing window, can qualitatively capture the distribution of the weight-
ed Reynolds shear stress. By integrating the weighted Reynolds fields in different windows.

shear stress aﬁ',‘y|<—(1—y/6)(u’\/)>|dy, we find that only 10%
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and 20% of all the vortex surfaces contribute 43% and 70% of the
skin-friction coefficient, respectively. This implies that the most of
the contribution to drag production is from a small number of repre-
sentative vortex surfaces. Therefore, the vortex surfaces with large
deformation are also important in the transition dynamics, which
suggests a reduced-order model based on the representative vortex
surfaces.

CONCLUSION

The VSF, a Lagrangian-based structure identification method,
is applied to the CTR DNS database of the K-type transitional
boundary layer. In order to reduce the computation cost, the re-
cently developed boundary-constraint method is used to construct
the VSF. In the present study, we apply a sliding window to extract
vorticity fields at different times and locations, and then the VSF
pseudo-transport equation is solved based on the extracted vorticity

Isosurfaces of the VSF are extracted to visualize the evolu-
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Figure 6. Reynolds shear stresses conditioned on different sets of
vortex surfaces in the sliding window &t = 2.71.

tion of vortical structures. The VSF isosurfaces represent vortex
surfaces consisting of vortex lines with different wall distances in
the laminar state, and they show different evolutionary geometries
in transition. We observe that the representative vortex surface e-
volves from a wall-parallel planar vortex surface through hairpin-
like structures into a turbulent spot with the regeneration of small-
scale hairpins in both streamwise and spanwise directions.

Furthermore, we quantitatively analyze the contribution of d-
ifferent vortex surfaces to the rise of the skin-friction coefficien-
t in transition. The strong turbulent fluctuations generated by
the hairpin-like structures concentrate in ribbon-like local regions,
which are also packed by the vortex surfaces initially near the wall.
The statistics conditioned on a small fraction of vortex surfaces can
capture the distribution of the Reynolds shear stress, which implies
that a small number of representative vortex surfaces can contribute
significantly to the drag generation in the transition.

In future work, we aim to develop a formal framework to char-

acterize the representative vortex surfaces and a reduced-order rep-

resentation with a decomposition based on the VSF. In addition, the
VSF method can be applied to the H-type (Sayadi., 2013) and
the bypass (Wu & Moin, 2010) boundary-layer transitions.
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