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ABSTRACT
We present direct numerical simulations (DNS) of turbulent

channel flow to study turbulent dynamics and heat transfer effects
at a transcritical temperature and supercritical pressure regime. The
fully compressible Navier–Stokes equations in conservative form
are closed with the Peng–Robinson (PR) equation of state and the
Chung’s model for the thermophysical and transport properties. To
quantify the turbulent heat transfer effect, the bottom and top walls
of the channel are maintained at different isothermal temperatures,
Ttop/bot = Tpb±∆T/2, where Tpb is the pseudoboiling temperature
of working fluid and ∆T = 20 K. The bulk pressure and velocity are
1.1pc and 36 m/s, respectively, where pc is the critical pressure.

The statistical mean profiles shows significant thermophysical
variation in the regime having large thermodynamic gradient near
the walls compared to the ideal gas case and the average pseudoboil-
ing location is observed at y/h = 0.92. The root mean square (RMS)
profiles of fluctuating velocity are attenuated in the pseudogas re-
gion, whereas the thermodynamic fluctuations are greater in that
region than the pseudoliquid region. One-dimensional energy spec-
tra fall off steeply at high wavenumber showing the adequacy of the
DNS resolution. Instantaneous visualizations of near-wall turbulent
structures reveal that the dense fluid ejection from the bottom wall
reaches to the channel center region resulting in the large fluctuation
in the thermodynamic properties across the channel.

INTRODUCTION
Gas turbine and liquid rocket engines operate under increas-

ingly higher temperatures and pressures. These extreme thermody-
namic conditions often exceed the critical point and a near-critical
fluid around the point has peculiar thermophysical features such
as liquid-like density, gas-like diffusivity, and zero surface tension
making a clear distinction between the liquid and gas phase difficult
(Yang, 2000).

Studies of heat transfer and thermodynamic characteristics at
such environment have been conducted in channel or pipe flows.
Pizzarelli et al. (2009) investigated the turbulent channel flow con-
sidering real fluid effects at supercritical pressure and it was indi-
cated that temperature diffusion is less intense across the channel
because the thermal diffusivity of real fluids is lower than that of
ideal gas, therefore, showing different temperature stratification be-
tween them and reduction of turbulent kinetic energy (TKE) has an
effect on heat transfer deterioration. Nemati et al. (2015) carried
out DNS of heated pipe flows at supercritical pressure regime and

confirmed that thermal expansion resulted from the wall heat flux
reduces the TKE significantly with small buoyancy effect, however,
high buoyancy causes the increase of turbulence intensity. Wang
et al. (2010) showed that heat transfer in the channel flow is im-
proved by increasing of inlet pressure with cryogenic propellant and
the heat transfer and pressure loss are affected by the aspect ratio
variation in the channel cross-section. Patel et al. (2015) investi-
gated the effects of different combinations of density and viscosity
and confirmed that the statistic results of the heated turbulent chan-
nel flow show quasi-similarity with constant semi-local Reynolds
number, and therefore, the modulation technique in turbulence can
be applied to the turbulent flow with heat transfer. Kawai (2016)
studied the characteristics of the turbulent boundary layers (TBL)
affected by the real fluid effects in unheated and heated flat plate
flows. The strong compressibility in the heated flow caused density
fluctuation in the TBL transcritical region so that turbulent diffu-
sion, pressure dilatation, and mass flux respond to the fluctuation.

In this study, we have carried out direct numerical simulations
(DNS) of a canonical channel flow setup to characterize the tur-
bulent flow dynamics and transcritical heat transfer effects. In the
following, we explain the governing equations with computational
setup conditions and the statistical studies and instantaneous turbu-
lent structures are investigated.

PROBLEM FORMULATION
The fully compressible Navier–Stokes equations in conserva-

tive form are solved with a high order compact finite difference
scheme (Larsson & Lele, 2009) and are as follows,

∂ρ

∂ t
+

∂ρu j

∂x j
= 0 (1)

∂ρui

∂ t
+

∂ρuiu j

∂x j
= − ∂ p

∂x j
+

∂τi j

∂x j
(2)

∂ρE
∂ t

+
∂
[
u j (ρE + p)

]

∂x j
=

∂
(
uiτi j−q j

)

∂x j
(3)

where xi and ui are coordinate and velocity component, respectively.
ρ is the density, p the pressure, E the total energy per unit mass, τi j
the viscous flux, and q j the conductive heat flux.

To model the thermodynamic properties considering real fluid
effects, the Peng-Robinson (PR) equation of state (Peng & Robin-
son, 1976) and the departure functions (Sengers et al., 2000) are
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Figure 1: Physical setup (left) and the phase diagram showing the specific heat capacity isolines (—–), the critical point ( ), and
the pseudoboiling line (- - -) of R-134a (right).

Figure 2: Transport properties computed by the Chung’s
model (—–) and their augmented profiles used in the com-
putation (- - -).

used.

p =
RuT

vm−b
− aα

v2
m +2bvm−b2 (4)

where Ru is the universal gas constant, T the temperature, and
vm the molar volume. a, b, and α represent attractive and repul-
sive effects between moleculars and nonspherical characteristic of
molecule. Also, the Chung’s model is used to compute transport
properties. All the details are shown in Chung et al. (1984, 1988).

The physical setup is a canonical compressible turbulent chan-
nel flow with isothermal top and bottom wall temperature condi-
tions, Ttop/bot = Tpb±∆T/2, where Tpb is the pseudoboiling tem-
perature of working fluid, R-134a. The pseudoboiling point is de-
fined as the locus having local maximum heat capacity at given su-
percritical pressure condition and the pseudoboiling line (PBL) is
the line connecting the points (see figure 1). The bulk pressure,
pb = 1.1pc resulting in Tpb = 379.1 K for R-134a. In this study, the
wall temperature difference constructing the transcritical tempera-
ture condition, ∆T = 20 K and it brackets Tpb. The bulk density and
streamwise velocity are 520 kg/m3 and 36 m/s and other details are
shown in table 1.

Since the DNS requires the resolution of all the relevant tur-
bulent scales of the flow, the friction velocity near the wall is the

Table 1: Computational parameters.

Fluid R-134a (CH2FCF3)

pb 44.649 bar (1.1pc)

Tpb 379.1 K

∆T 20 K (369.1–389.1)

ρb 520 kg/m3

Lx, Ly, Lz 12, 2, 4 mm

Ub 36 m/s

key to make the DNS feasible. The friction Reynolds number,
Reτ = huτ/ν where h is the channel half-width, utau the friction ve-
locity, and ν the kinematic viscosity, is set at the specific balanced
range in terms of an efficient computation and physical validity. In
this study, we have selected the scaling factor with 60 to augment
viscosity and thermal conductivity resulting in Reτ = 375 and main-
taining a physical Prandtl number. Also, the nondimensional ideal
gas case is considered as a reference with pb = 0.71, ρb = 1.0, Ub =
0.26, Tpb = 1.0, ∆T = 0.4, Tbot = 0.8, Ttop = 1.2, and 8×2×4 for the
box size.

RESULTS AND DISCUSSION
Statistical Study

In the following, the mean and RMS statistics are analyzed and
compared against the equivalent ideal gas case with the grid resolu-
tion on the one-dimensional energy spectra.

Time averaged density, temperature, and compressibility factor
profiles are shown in figure 3. The mean density profile using the
real fluid model results in a significantly increased top-to-bottom
difference compared to the ideal gas profile based on ∆T = 20 K;
ρreal = 274.2–722.6 kg/m3, ρideal = 433.9–647.4 kg/m3. Depar-
ture from the ideal gas behavior is also seen from the compressibil-
ity factor. Especially, the compressibility factor value on the top
wall is approximately half of the value corresponding to the ideal
gas condition and the pseudoliquid state at the bottom wall exhibits
even greater departure from the ideal gas behavior (Zreal = 0.20–
0.51). The average pseudoboiling location is located near the top
wall (at y/h = 0.92) meaning that most of the channel flow is char-
acterized by the pseudoliquid flow and thermodynamic variations is
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Figure 3: Statistical mean profiles (—–) of density (left), temperature (middle), and compressibility factor (right) with the average
pseudoboiling location (#) and the ideal gas data (◦).

more pronounced near the top wall, and therefore the dependence of
wall-bounded turbulence effect on the thermodynamic fluctuations
will grow. Also, large gradient in those mean quantities is observed
within the ranges of y/h = −1.0–−0.9 (bottom wall region) and
0.9–1.0 (top wall region), which results in intense thermodynamic
fluctuations.

Favre averaged hydrodynamic and thermodynamic fluctuating
quantities are shown in figures 4 and 5. The RMS profiles of the
velocity fluctuation in figure 4 have two local peaks in the near-wall
regions which are expected given the large velocity gradients. The
RMS peaks near the top wall have lower values than those observed
in the bottom wall; u′′RMS, v′′RMS, and w′′RMS in the pseudogas flow
decrease 4.15 %, 21.31 %, and 18.48 %, respectively, compared to
the pseudoliquid flow. Also, the ideal gas case has the typical sym-
metric RMS profiles in its hydrodynamics, whereas the real fluid
effect and the biased location of pseudoboiling cause attenuation in
the top near-wall region within y/h = 0.1–0.9.

On the other hand, the profiles of thermodynamic fluctuations
shown in figure 5 have different aspects from the hydrodynamic
quantities. The RMS profiles of density and temperature have peaks
in both near-wall regions which are similar to those observed in
the hydrodynamic fluctuating quantities. However, a marked differ-
ence is that the fluctuation intensity becomes stronger in the pseudo-
gas region compared to the pseudoliquid region. Consequently, the
transversal pseudoboiling line near the top wall leads to the intensi-
fication of the thermodynamic fluctuations in this region. The T ′′RMS
profile for the ideal gas case, as well as the real fluid one, shows a
slight third peak along the centerline. The relative temperature fluc-
tuation intensity at the third peak in the ideal gas flow is stronger
than the real fluid case, however, the density fluctuation RMS of
real fluid is higher than the ideal gas; ρ ′′RMS,ideal = 15.64 kg/m3 and
ρ ′′RMS,real = 20.06 kg/m3 at the third peak. This phenomenon corre-
sponds to the rapid variance in the mean density profile with small
change in temperature (see figure 3) and therefore leads significant
momentum fluctuation across the channel. Also, the third peak lo-
cation moves towards the top near-wall region (at y/h = 0.22) com-

pared to the ideal gas case observed in the centerline and this makes
the wall-bounded turbulent flow more biased. Meanwhile, the pres-
sure fluctuating intensity of real fluid is weaker that the ideal gas
across the channel and it has less effect on the density variation
than temperature.

Figure 6 shows one-dimensional energy spectra of fluctuating
density and temperature at the two near-wall peaks of density fluc-
tuation RMS and the centerplane. All the profiles fall off steeply at
high wavenumber that is a general tendency in the turbulent flows
and verifies the adequacy of all the DNS resolutions. Even though
the governing equations in conservative form show build-up at high
wavenumber in the energy spectra, this was mitigated by a high nu-
merical resolution for the given Reynolds number.

To investigate distribution of the thermodynamic fluctuations,
the probability density functions (PDF) of density and its fluctua-
tion are shown in figure 7. The density PDF contour reflects well
the mean density profile in figure 3 (significant difference between
the walls and large gradient near the walls) and has the maximum
probability at the walls since the density distribution at the walls is
dominated by the isothermal wall conditions. The fluctuating den-
sity PDF at y/h =±1.0 shows the narrow fluctuation range and the
steep profiles supporting the tendency observed in the PDF contour.
On the other hand, the profile at the centerline has the biased shape
which is the wide-negative and narrow-positive fluctuation and it
is intensified at the average pseudoboiling location. This greater
spread can be caused by the top near-wall turbulent activity.

Instantaneous Visualization
Figure 8 shows the instantaneous visualizations of the bottom

near-wall turbulent structure and heat transfer. The density isosur-
face exhibits a clear ejection behavior in the pseudoliquid region.
The near-wall turbulent structures eject the dense fluid into the less
dense core of the channel and the turbulent structures shown in the
Q-criterion follow the mainstream of ejected dense flow. Also, as
the ejected flow has large inertia, it reaches to the center region

1B-3



0 2 4 6√
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Figure 4: Statistical RMS profiles (—–) of fluctuating velocity in the streamwise (left), wall-normal (middle), and spanwise (right)
direction with the average pseudoboiling location (#) and the ideal gas data (◦).
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Figure 5: Statistical RMS profiles (—–) of fluctuating density (left), temperature (middle), and pressure (right) with the average
pseudoboiling location (#) and the ideal gas data (◦).

of the channel where the fluid particles undergo a pseudotransi-
tion. This has concomitant effects on the thermodynamics which
is a unique characteristics in the transcritical temperature regime
and the temperature gradient isosurface exhibits streaks in black and
those thermal traces are formed by the pseudoliquid flow structure.

CONCLUSIONS

We have performed direct numerical simulations (DNS) of
transcritical turbulent channel flow with differentially heated walls
(Ttop − Tbot = ∆T ) of R-134a at a slightly supercritical pressure.
The simulation were conducted by solving the fully compressible
Navier–Stokes equations with conservative formulation. The PR
equation of state was used with a consistent thermodynamic formu-
lation to predict real fluid effects. A realistic Prandtl number is used
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Figure 6: One-dimensional energy spectra of fluctuating density (top) and temperature (bottom) in the streamwise (left) and
spanwise (right) direction extracted at y/h= 0,±0.97 and grid resolution of 64×96×64 (· · · ), 128×128×96 (- ·-), 192×128×128
(- - -), and 384×256×256 (—–). Spectra have been shifted by 3 decades for the centerline data and 6 decades for the top near-wall
data.

and taken from the Chung’s model to estimate the thermal conduc-
tivity.

The mean quantity profiles reveal that average pseudoboiling
location is located at y/h = 0.92 and the density on the bottom
wall equals 2.64 times that on the top wall so that shows huge dis-
parity from the ideal gas which is in variation of ρideal = 433.9–
647.4 kg/m3, at equivalent pressure and temperature conditions.
The well-known dual peaks in the turbulence quantities are located
at y/h=±0.97. The hydrodynamic velocity fluctuations are attenu-
ated, while the thermodynamic fluctuation quantities for density and
temperature have shown stronger intensity in the pseudogas region
compared to the pseudoliquid region. The one-dimensional energy
spectra support the robustness of these DNS calculations. The PDF
contour and profile have shown that the strong thermodynamic fluc-
tuation is caused by the wall-bounded turbulence near the top wall.
Also, it is confirmed that the strong ejections of heavy fluid into the
channel core affect the structures and dynamics of turbulent channel
flow and leave the heat transfer streaks at the wall.
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