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ABSTRACT
Hybrid simulations might be very interesting to save

computational resources for a variety of applications involv-
ing different flow regimes. Combining proper models for
laminar, transitional, or turbulent flows, described either by
(U)RANS, LES or DNS depending on the needs, an accu-
rate solution could then be obtained for complex configu-
rations on existing computers. To do so, it is necessary to
decide which kind of model should be used in which part
of the numerical domain in space and time. As shown in
this work, the spectral entropy Sd obtained from solving the
eigenvalue problem for the temporal autocorrelation func-
tion, can be used in order to uniquely and automatically
quantify the flow state and differentiate between laminar,
transitional, or turbulent regime; as such, it delivers a di-
rect measure of turbulence intensity. Using Sd , two hy-
brid simulations of biomedical flows have been carried out.
The statistically-steady blood nozzle benchmark proposed
by the FDA is simulated by URANS/LES, while the pulsat-
ing flow in a cerebral aneurysm is solved by LES/DNS. In
both cases, savings in computational time and disk storage
are observed, while keeping a very high accuracy.

1 INTRODUCTION
A criterion allowing to uniquely and automatically

quantify the flow state and differentiate between lam-
inar, transitional, or turbulent regime is essential to
guide hybrid simulations, combining in the best possible
way different simulation models (laminar flow equations;
Reynolds-averaged Navier-Stokes approach – RANS; Un-
steady RANS – URANS; Large-Eddy Simulations – LES;
Direct Numerical Simulations – DNS;...). After identifying
the flow state and quantifying turbulence intensity, a suit-
able approach can be implemented in an adaptive manner
to combine proper models in space (different regions being
computed using different numerical models), as shown in
Davidson & Dahlström (2005)); and/or possibly in time,
switching between different computational approaches as
appropriate. Considering the rapid development of hybrid
simulations (Sagaut et al., 2013), identifying automatically
the most appropriate model is becoming increasingly im-

portant. In order to be successful, hybrid simulations should
ultimately rely on a user-independent and generally valid in-
dicator of the flow state computed from the simulated flow
field, as proposed in this work. Additionally, such an indi-
cator could readily be used to guide in an automatic manner
the resolution needed in space and time, so that, starting
from a well-resolved – but time-consuming – computation,
grid coarsening and/or larger timesteps could be used for
part of the domain or the simulation, similar to what is done
for embedded DNS (Cifuentes et al., 2015). Finally, the
same approach could also be used to automatically detect
regions of interest (e.g., places where transition takes place)
when analyzing large datasets. Such a procedure would be
valuable for a variety of biomedical flows, in which laminar,
transitional and turbulent regions are often found simultane-
ously, with considerable impact on clinical outcome (Byrne
et al., 2014).

2 SPECTRAL ENTROPY
The developed method was inspired by Snapshot

Proper Orthogonal Decomposition (SPOD, see Sirovich
(1987)), but for a completely different objective. The fun-
damental idea behind POD is to decompose each signal
u(x, tk) into orthogonal deterministic functions φ (POD spa-
tial modes) and time-dependent coefficients ak (POD tem-
poral coefficients):

u(x, tk) =
∞

∑
l=1

al
k φ

l(x). (1)

Here, superscript l and subscript k refer to the mode
number and index of corresponding snapshot (or timestep),
respectively. The function φ denotes the eigenfunction of
the Fredholm integral equation

∫
X

R(x,x′) ·φ(x′)dx′ = λφ(x). (2)
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The kernel of this eigenvalue problem is the two-point
spatial correlation function

R(x,x′) =
〈
u(x, tk)⊗u(x′, tk)

〉
t , (3)

where tk and x are snapshot time and position vector, re-
spectively. In POD, φ is chosen to maximize the value of〈
|(u,φ)|2

〉
/‖ φ ‖2, where 〈·〉t , 〈·〉, (·, ·) and ‖ · ‖ are time

average, spatial average, inner product and norm, respec-
tively. Since the spatial modes φ l are orthonormal to each
other, the following equation can be used

φ
l(x) =

Ns

∑
k=1

al
k u(x, tk). (4)

In order to determine the coefficients ak, Eq. (4) is sub-
stituted into Eq. (2), resulting in

(
1

Ns

Ns

∑
i=1

u(x, ti)⊗u(x, ti),
Ns

∑
k=1

aku(x, tk)

)
= λ

Ns

∑
k=1

aku(x, tk),

where Ns is the total number of snapshots. Sirovich (1987)
simplified this equation into

Ns

∑
k=1

1
Ns

(u(x, ti),u(x, tk))ak = λai ; i = 1, ...,Ns. (5)

Equation (5) can be rewritten in symbolic form as:

CA = λA , (6)

A = (a1,a2, ...,aNs)
T , (7)

Ci j =

(
u(x, ti),u(x, t j)

)
Ns

. (8)

Solving this eigenvalue problem, Eq. (6), leads to a to-
tal of Ns eigenvalues, written λ l , and eigenvectors, denoted
Al (l ∈ 1,2,3, ...,Ns). When using SPOD for data analysis
or data compression, it is not always necessary to keep all Ns
modes. Then, M represents the number of modes retained
in the analysis while Ns still represents the total number of
snapshots, i.e., the whole data-set available for the analysis,
obviously with M ≤ Ns.

Equation (5) describes in general the eigenvalue prob-
lem based on the temporal autocorrelation function as ker-
nel. The obtained eigenvalues represent the spectrum of the
autocorrelation matrix (C in Eq. (6)). In order to charac-
terize the intensity of the turbulence contained in the ana-
lyzed velocity field u, the spectral entropy Sd is now com-
puted. This quantity allows one to distinguish between dif-
ferent flow regimes, from “highly disordered” (here, mean-
ing turbulence), to “partially ordered” (here, for transition),
or “well ordered” (here, for laminar flow). For the compu-
tation of the spectral entropy, the relative energy Pl of mode

Figure 1. Hybrid configuration for the FDA benchmark
nozzle. In the top figure the LES region is highlighted as
dark gray. The bottom figure shows the corresponding mesh
on the nozzle wall surface.

l is first computed based on the corresponding eigenvalue,
after ordering them in decreasing order based on λ l , as:

Pl =
λ l

M
∑

j=1
λ j

, (9)

where M ≤ Ns is the number of modes retained in the anal-
ysis. Then, the spectral entropy can be determined as:

Sd =−
M

∑
l=1

Pl lnPl . (10)

According to Eq. (10), the maximum possible value of Sd
is reached when all eigenvalues are equal to each other, i.e.,
Pl = 1/M, and consequently Sd = ln(M). Physically, this
means that the energy is equally distributed over all the M
modes. The minimum value of Sd corresponds to the case
where the original signal contains only a single mode, the
first one, meaning that the flow field is steady. Then, Sd = 0.

3 URANS/LES SIMULATION OF THE FDA
BLOOD NOZZLE
The first application example investigates the perfor-

mance of URANS/LES hybrid simulations for large-scale
biomedical devices. Although CFD is now widely used for
a broad range of industrial applications, most medical scien-
tists still do not consider CFD as a mature tool for biomed-
ical flow simulations. In order to check this point, the FDA
(Food and Drug Administration) decided to propose several
benchmark cases in order to check the validity and accuracy
of CFD predictions for exemplary biomedical applications.
The first one, considered here, is a blood nozzle (Stewart
et al., 2012). In spite of its relatively simple geometry (see
top subfigure in Fig. 1), comparisons between CFD predic-
tions and experimental results have revealed a poor agree-
ment. A total of 28 CFD groups from all around the world
participated in the blind study, considering five different
Reynolds numbers ranging from Re = 500 to Re = 6500,
computed using the throat diameter as typical length-scale.
Laminar and RANS models were not able to deliver accept-
able results. Subsequent studies have been able to achieve
a much better agreement using LES (Delorme et al., 2013;
Janiga, 2014; Zmijanovic et al., 2017), but obviously at a
much higher computational cost. For the present study, the
case with Re = 6500 is selected, since it is the most chal-
lenging one from the point of view of the flow state.
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3.1 Computational setup
In order to deliver meaningful comparisons, the same

simulation is executed twice, once relying completely on
LES, and a second time starting with LES and switching to
the hybrid URANS/LES approach based on the Sd indica-
tor. For both simulations, the original setup is based on the
recommendations of Janiga (2014). All simulations have
been performed using the finite-volume solver ANSYS Flu-
ent 17 with the pressure-based solver. The fluid is specified
to be isothermal, incompressible and Newtonian. Concern-
ing density and viscosity, 1056 kg/m3 and 3.5 mPa.s are set,
respectively, following the recommendations of the FDA
challenge (Hariharan et al., 2011). For the hybrid simula-
tion, the Stress-Blended Eddy Simulation (SBES) approach
is applied. In this approach, the user can provide the def-
inition of the shielding function ( fSBES). This will decide
which model is activated in a specific region by computing
the turbulent viscosity:

ν
SBES
t = fSBESν

URANS
t +(1− fSBES)ν

LES
t (11)

A value of 1 specifies a URANS region (using here the k−
ω−SST model), while a value of 0 denotes a LES region.
For our application, the shielding function is defined based
on the value of the spectral entropy, with fSBES = 0 when
Sd ≥ Sd,crit., where Sd,crit. is the critical spectral entropy.
Previous studies relying on Direct Numerical Simulations
have shown that a spectral entropy around 0.46 represents
the onset of transition. In order to stay on the safe side, a
lower threshold of Sd,crit. = 0.25 is retained here, ensuring
that LES is activated early enough for properly representing
transition; this is impossible with a URANS approach.

The pure LES simulation corresponds simply to
fSBES = 0. In this way, one can use exactly the same setup
for the LES and hybrid simulations; only the mesh and the
shielding function have to be replaced.

At the nozzle inlet, a steady laminar parabolic veloc-
ity profile is prescribed, as the Reynolds number computed
for the entry diameter is 2167, which is below the critical
Reynolds number for pipes. However, a very low (0.5%)
turbulence intensity was added, as proposed by Zmijanovic
et al. (2017). In their study, they found that this improved
the prediction of transition. Concerning the turbulence
length scale, 0.07dpipe is specified following users’ guide-
lines. The outlet is defined as a pressure outlet. All walls
are defined with standard no-slip boundary condition.

The Non-Iterative Time Advancement solver is chosen
with the Fractional Step method. Instead of the second-
order implicit temporal discretization, as done by Janiga
(2014), the bounded second-order implicit scheme is re-
tained, since this is required by SBES. To ensure an ap-
propriately small CFL number, the timestep is chosen to be
constant at 10−5 s.

3.2 LES and hybrid simulations
For the wall-resolved LES simulations, a fully struc-

tured hexahedral mesh is created with 18 million cells
composed of hexahedral elements using two combined O-
grid topologies. It is checked that the condition y+ ≈ 1
holds everywhere at the walls. The domain covers x ∈
[−108;180] mm, where x = 0 is the location of the sud-
den expansion in the blood nozzle. To initialize the flow-
field, 30000 timesteps are first executed. Afterwards, the
computation is pursued until reaching 100000 timesteps.
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Figure 2. Spectral entropy along the axial position (based
on the LES results within the time interval [0.1,0.13] s).

The obtained average velocity profiles indicate a very good
agreement with the experimental data and with the previous
numerical study, see Fig. 3.

In order to carry out the spectral entropy analy-
sis, the hybrid simulation is started in exactly the same
way, using the same mesh (18 million cells) with LES.
Between timesteps 10000 and 13000 timesteps, every
10th timestep are exported for SPOD analysis. For the
spectral computation, planar sections are defined perpen-
dicular to the centerline at the discrete positions x =
[−100,−90, ...,170,180] mm. In each section, the instan-
taneous velocities are exported on a grid with resolution of
0.48 mm, resulting in the wider sections in 462, in the thin-
ner sections in 52 data points. Finally, spectral entropy is
computed as described in Section 2 using a Python script.
The computation requires less than a minute. The result can
be seen in Figure 2.

Based on Sd , the LES region is found to be in the re-
gion between 4 and 100 mm (Fig. 2); all other regions will
switch to URANS mode. Of course, in URANS regions,
a much coarser resolution is sufficient. Therefore, a sec-
ond structured mesh is generated. It contains 9.5 million
hexahedral cells, keeping the same resolution as previously
within the LES region, but with a coarser mesh in the two
URANS domains. After replacing the mesh, the simulation
is restarted until reaching again 100000 timesteps, activat-
ing the Vortex Method along the URANS-LES interface to
generate velocity variations as input to LES based on the
URANS turbulence intensity.

3.3 Comparisons
Experimental data have been obtained by independent

PIV (Particle Image Velocimetry) measurements in three
different laboratories (Hariharan et al., 2011). As discussed
in this publication, the different groups observed either lam-
inar or transitional flows before reaching the throat for the
considered Reynolds number. These different observations
for the same configuration point out to one of the main chal-
lenges of the present case. While Re = 6500 corresponds
clearly to turbulent conditions in the throat section, the cor-
responding Reynolds number computed with the diameter
of the baseline pipe is Re = 2167, very close to the value
classically associated to transition (Rec ≈ 2200−2300), so
that laminar or transient conditions might be found due to
spurious effects like slight vibrations in the surroundings or
a pump inducing pulsations. Even very small disturbances
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Figure 3. Averaged axial velocities along the centerline
(the yellow region denotes URANS domains in the hybrid
simulation).
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Figure 4. Averaged axial velocities along the cross-
section at x/D = 6 (top left), x/D = 8 (top right), x/D = 15
(bottom left), x/D = 20 (bottom right), compared to PIV
experimental data (grey corridor).

might be amplified and lead to different experimental ob-
servations.

All experimental results shown in what follows are
the averaged values obtained by the three laboratories, as
reported in Hariharan et al. (2011). The error bars (in
Fig. 3) or the grey corridor (in Fig. 4) represent the devia-
tion between the different measurements (min-max range).
Figure 3 shows the computed time-averaged axial velocity
along the centerline obtained by LES and hybrid simulation.
The agreement of the pure LES simulation with the mea-
surements is very good. Even more important, the agree-
ment of the hybrid simulation with PIV in the central pipe
is only slightly worse than with pure LES; it is at least as
good in all other flow regions; and this good agreement is
obtained at a reduced computational cost.

The available radial velocity profiles measured by PIV
are compared with LES and hybrid simulation in Fig. 4. The
agreement is very good in all cases. Due to the impact of
URANS in the hybrid simulation, the obtained curves are
slightly more symmetrical compared to the pure LES, and
are therefore even closer to the PIV measurements. This
is an indication that the averaging process is probably not
completely finished yet in the pure LES simulation, while it
is already attained in the hybrid simulation. This additional
advantage is not reflected in the following runtime compar-
ison.
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Figure 5. Spectral entropy values at different sections.

Both simulations have been carried out on the same
system using 8 computer nodes, each equipped with a hexa-
core Intel Xeon E5-1560v3 3.5 GHz processor, with a Gi-
gabit Ethernet interconnection. Altogether, the run time
was reduced by only 14%. Comparing only the last 70000
timesteps, a speed- up of 19% is observed. Repeating the
last 1000 timesteps on a single node with both approaches,
the runtime was found to be proportional to the mesh size,
leading now to a speed-up by 45% (almost a factor 2).
Hence, the somewhat disappointing speed-up is due to the
parallelization approach retained in ANSYS Fluent, possi-
bly in combination with the slow (Gigabit Ethernet) proces-
sor interconnection. In order to solve such issues, access to
the code sources is necessary. This explains why the sec-
ond application example relies on our own Direct Numeri-
cal Simulation (DNS) tool, DINO.

4 LES/DNS SIMULATION OF A FUSIFORM
ANEURYSM
The importance of transition to turbulence in cerebral

aneurysms is a controversial topic (Byrne et al., 2014),
since it is still unclear if this might impact aneurysm rup-
ture, often responsible for the death of the patient. Detect-
ing the onset of transition in a complex geometry with a pul-
satile flow requires accurate numerical models. This is why
DNS is employed here as reference solution, using again
spectral entropy Sd to guide hybrid LES/DNS simulations.

4.1 Computational setup
A patient-specific fusiform aneurysm (Fig. 5, top fig-

ure) provided by our partners at the Institute of Neuroradi-
ology in Magdeburg was employed. The simulations are
performed by DINO, our in-house finite-difference DNS
tool, in which the complex geometry is handled by the im-
mersed boundary technique. All details about the solver can
be found in Abdelsamie et al. (2016). The fluid is consid-
ered incompressible and Newtonian.

Once again, two simulations are directly compared.
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The reference one is obtained only by DNS. The hybrid
simulation involves DNS in regions with high values of
Sd , while the rest of the domain is still solved by the DNS
solver, but with a noticeably coarser resolution, leading to
an implicit LES simulation (Grinstein et al., 2007). This is
the most straightforward approach and is thus suitable for
first tests. If those are successful, appropriate subgrid-scale
models will be implemented in a next step. A pulsatile in-
flow condition mimicking appropriately the cardiac cycle in
a brain artery is imposed.

For the fully-resolved DNS simulation, the spatial res-
olution in each direction is slightly below 60 µm, leading
to 19 million grid points in the whole domain. The simula-
tion is carried out for a complete cardiac cycle, storing the
results each 800 iterations (i.e., 4 ms). Then, the spectral
entropy Sd is computed by postprocessing the results for
this cardiac cycle.

In our previous studies using the spectral entropy, a
threshold Sd ≈ 0.46 was used to delineate transition, with
Sd � 0.46 corresponding to laminar flows. On the other
side, Sd > 1 characterizes turbulent flows. The spectral en-
tropy has been computed along fourteen two-dimensional
cuts along the axial direction. These cuts are clustered near
the region of interest, the fusiform aneurysm, as shown in
Fig. 5 (top).

The obtained entropy values are depicted in Fig. 5
(bottom). In this figure, the shaded area corresponds to
Sd ≥ 0.46, where turbulence plays a noticeable role. This
leads to a central region of the numerical domain where
high-resolution DNS is always needed. On the other hand,
the numerical domain up to an axial position of 12.40 mm
(slightly before section 4) and after 17.72 mm (slightly be-
fore section 9) does not require such a resolution. There,
the number of grid points can be noticeably reduced using
a static but stretched mesh. At the end, the grid for hybrid
simulations involves only 14 million grid points. The two
regions with the coarser mesh are solved by implicit LES.

4.2 Comparisons
For the hybrid simulation, the finest grid size is still the

same, while the largest grid size is 110 µm, as obtained by
gradually stretching the mesh. It would be possible to re-
duce further the number of needed grid points by involving
a subgrid-scale model.

The instantaneous maximum values of velocity mag-
nitude in each cross-section up to plane #14 are shown at
peak systole (time of 0.275 s) in Fig. 6. An excellent agree-
ment between DNS and hybrid simulation is observed in the
whole domain, with only minor deviations downstream of
the aneurysm.

Figure 7 shows the temporal evolution of velocity mag-
nitude at the section with the largest entropy value, being
the most important one for practical purposes. Here also,
an excellent agreement is observed.

The instantaneous flow field at peak systole is com-
pared in Fig. 8 for all cut-planes. Confirming previous state-
ments, an excellent agreement is observed both in the lam-
inar region (sections #1 to 3) and in the region with high
values of Sd (sections #4 to 9). Visible differences appear
only in some later sections #12, 13 and 14, which might be
avoided by improving near-wall resolution and/or activating
an appropriate SGS model.

Each simulation has been carried out on 1024 proces-
sors of the high-performance computer SuperMUC at the
Leibniz Supercomputing Center in Munich. Concerning
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computational costs, the grid employed for the hybrid sim-
ulation is 26% smaller than for the high-resolution DNS,
leading to a reduction of needed disk storage by the same
amount. On the other hand, the obtained saving in computa-
tional time is only 15%. This is due to load-balancing issues
in the hybrid simulation, and to a relatively large computa-
tional overhead induced in the current version of the code by
solving the Poisson equation on a non-regular grid. After
solving both issues, the savings in computing time should
become similar to that in disk space in later studies.

5 CONCLUSIONS
In this article, spectral entropy Sd has been used to de-

lineate between laminar, transitional and turbulent condi-
tions for two important biomedical flows: the FDA blood
nozzle benchmark, and the pulsatile flow in a fusiform
aneurysm. Based on Sd obtained at high resolution, coarser
meshes and simpler models have been activated in a hybrid
simulation, combining URANS/LES for the blood nozzle,
and LES/DNS for the aneurysm. In all cases, a close agree-
ment is observed in the region of interest between the ref-
erence solution and the hybrid simulation results. A notice-
able saving in storage is also observed, directly connected
to the coarser mesh employed for the hybrid approach. On
the other hand, the observed savings in terms of computing
time are still limited: up to 19% for the blood nozzle, and
15% for the aneurysm case.
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Figure 8. 2D cut-planes of velocity magnitude for all sec-
tions labeled in Fig. 5 at peak systole.

In both cases, parallelization and algorithmic issues on
a non-regular grid have been identified as the main rea-
son for this somewhat disappointing result. To get the best

out of hybrid simulations, efficient parallel algorithms, fast
communication networks and efficient load-balancing tech-
niques must be implemented.
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