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ABSTRACT

The accuracy of CFD simulations is typically assessed through
a time consuming process of multiple runs and comparisons with
available benchmark data. We propose a new method that is both
more efficient and general and which allows to assess the accuracy
of CFD simulations in the course of actual runs. The method is
based on the numerical dissipation analysis proposed by Schranner
et al. (2015) which allows to compute the numerical dissipation rate
and the numerical viscosity for arbitrary sub-domains at each time
step in a simulation. As a criterion for accurate simulations we use
the requirements that the numerical dissipation should be less than
1% of the physical, viscous dissipation. A simulation initiated on
a coarse mesh is run for a short time interval, the numerical dis-
sipation computed, and if the criterion is not satisfied the mesh is
refined. This adaptive mesh refinement process is repeated until the
criterion is satisfied and the final refined mesh is then used to gene-
rate physically accurate simulation results. In principle the method
can be applied to an arbitrary Navier-Stokes solver, compressible
or incompressible, and structured or unstructured mesh. In this pa-
per we demonstrate the utility of the proposed approach through a
series of simulations for a weakly turbulent wake past a sphere at
Re = 1000 performed using the OpenFOAM solver.

INTRODUCTION

The accuracy of numerical simulations of fluid flows is always
affected by truncation errors introduced by discretization of gover-
ning equations. These errors can only be neglected in Direct Nume-
rical Simulations (DNS) using well resolved time step and mesh
size. In principle results of simulations with inadequate resolu-
tion, e.g., with the mesh size much larger than the Kolmogoroff
length scale, should be physically inaccurate because of the pre-
sence of significant truncation errors. However, it is well known
that in practice under-resolved DNS (UDNS) are capable of pro-
ducing surprisingly accurate results for many quantities of interest
(e.g., the pressure and friction coefficients for simple airfoils (Cas-
tiglioni & Domaradzki, 2015a). Such UDNS are sometimes known
as implicit Large Eddy Simulations (ILES) and are justfied by clai-
ming that the dissipative effects of the truncation error are similar
to the effects of explicit Subgrid Scale (SGS) models. To quantita-
tively asses this claim one needs to know the value of the numerical
dissipation associated with the truncation errors in a given run. This
need provided an incentive to develop techniques to compute the nu-
merical dissipation. The method to quantify numerical dissipation
rate was first proposed by Domaradzki et al. (2003) and Domarad-
zki & Radhakrishnan (2005) in the context of the spectral eddy vis-
cosity. That method required the use of an auxiliary spectral code,
complicating its application to general Navier-Stokes solvers. More
recently, the approach evolved allowing the estimation of the nume-
rical dissipation rate and the numerical viscosity entirely in the phy-
sical space representation (Schranner et al., 2015). The method was
first tested for a three-dimensional Taylor-Green vortex flow simula-
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ted on a structured, Cartesian mesh using a finite volume code. The
procedure was subsequently applied by Castiglioni & Domaradzki
(2015a) to a realistic flow configuration (a laminar separation bub-
ble flow over a NACA 0012 airfoil at Ma = 0.4 and Re = 50,000)
simulated on an unstructured mesh using a commercial code.

While the method to quantify the numerical dissipation was
originally developed in the context of ILES it has a potential to im-
prove the DNS methodology as well because the numerical dissi-
pation is a measure of the truncation errors. This work provides
an example such an application where the method has been app-
lied to analyze and improve numerical simulation results obtained
using OpenFOAM software for a flow around a sphere at Reynolds
number of 1000. We were motivated by an observation that the
Strouhal number in the simulations depended on the resolution used
and there was no simple way of estimating the accuracy of the re-
sults but through a time consuming and computationally expensive
process of performing several runs with increasing resolution until
the Strouhal number matched the benchmark data (Kim & Durbin,
1988; Tomboulides & Orszag, 2000; Orr et al., 2015). However,
since the numerical dissipation serves as an estimate of numerical
errors its knowledge can be used to determine the accuracy of the
simulations and circumvent the costly trial and error validation pro-
cess. This paper describes how this is done.

BASIC EQUATIONS

The governing equation of fluid flow are the Navier-Stokes
equations, for incompressible flow and Newtonian fluid in present
work

Jdu;
ot

du;  1dp

3%~ b ow

%u;
2
ij

()]

where u; are the components of the velocity vector, p is the density,
p is the pressure, and v is the kinematic viscosity

Numerical Dissipation and Viscosity
For turbulent flow, the transport equation of the kinetic energy
(exin = Suitty) is
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where (1 = pV is the dynamic viscosity and 7;; is the stress tensor.

For incompressible flow, V -ii = 3)‘? =0, and the above equa-
tion becomes
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For a Newtonian fluid, the kinetic energy equation can be re-
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Following the procedure described by Schranner et al. (2015)
and Castiglioni & Domaradzki (2015a) the discretized terms in the
above equation for a computational cell are obtained by computing
the time derivative by central differences and the remaining terms
using the discretized variables obtained from the solver. Often, the
entire equation is integrated over a selected sub-domain consisting
of several individual cells. In CFD simulations a numerical Navier-
Stokes solver enforces discretized momentum equation on a given
mesh. However, the kinetic energy equation is a derived equation
that is not solved directly by a solver. As a result, the terms in the
discretized energy equation do not sum to zero, leaving a nonvanis-
hing residual
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where the terms on the Lh.s correspond to respective terms on the
Lh.s of equation (4): Ej;, is the kinetic energy in a sub-domain,
Fiin, Fue and F;s are contributions from the advective, pressure,
and viscous fluxes, respectively, and &, is the integral form of the
viscous (or physical) dissipation.

The residual g, is called the numerical dissipation rate because
it has a predominantly dissipative character if integrated over a suf-
ficiently large control volume.

Effective Viscosity and Reynolds Number

Comparing the numerical dissipation with the viscous dissipa-
tion for a given sub-domain, allows to define the numerical viscosity
for that sub-domain as

vy = v )

In numerical simulations the effective viscosity is a sum of the
physical viscosity v (a nominal value used in the code) and the nu-
merical viscosity v, due to the numerical dissipation. This allows
to define the effective Reynolds number in terms of the nominal
Reynolds number

UL UL v v Re Re

Re rf=——=— = Re = = ,
eff Verf  V VAV, Vv, 1+va/v 14e /e
(7)

where U is free-stream velocity and L is characteristic length scale.

RESULTS

In the present work, the analysis of the numerical dissipation
rate and viscosity is applied to a series of UDNS runs for a flow
around a sphere at the nominal Reynolds number Re = UD/v =
1000 based on the free stream velocity U and the sphere diameter
D. Four different grid resolutions listed in Table 1 were employed
in the simulations. The mesh was unstructured and with a variable
cell size, the smallest near the sphere surface to resolve boundary
layers, and gradually coarser away from the sphere (Fig. 1).

Table 1: Grid resolution and Strouhal number St

Mesh mO ml m2 m3
No. of cells 2,720,848 6,085,471 11,606,224 16,733,944
St 0.1627 0.1750 0.1885 0.1933

Figure 1: Unstructured mesh

The Navier-Stokes equations were solved using OpenFOAM
solver pimpleFoam. The algorithm is based on a blend of transient
SIMPLE and PISO algorithms. At each time step, after time ¢ in-
creases by At, the pressure-velocity coupling loop is executed, in
which the momentum equation is solved first, followed by a correc-
tor which solves the pressure equation to produce a divergence free
velocity field.

At each time step during the simulation all terms in the nu-
merical dissipation equation (5) are computed for an individual fi-
nite volume and subsequently integrated over several selected sub-
domains. This makes possible to monitor the variation of the nu-
merical dissipation in each sub-domain over entire simulation time.
Since there are no periodic boundaries for sub-domains, all terms
in (5) are computed by volume integration, which is suitable for the
finite volume method used, and gives results consistent with those
obtained using using surface integration for the flux terms (Castig-
lioni & Domaradzki, 2015b).

Strouhal number
The Strouhal number is an important parameter characterizing
a weakly turbulent flow past sphere

Sz:f—D,
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where U is the free-stream velocity, D is the sphere diameter,
and f is the frequency of vortex shedding. In this work we use
the Strouhal number as a diagnostic quantity to assess the quality
of our simulations by comparison with results of Tomboulides &
Orszag (2000) obtained in well resolved spectral DNS. The fre-
quency f was obtained using FFTs of the streamwise velocity at
two locations behind the sphere : x =2.5D,y = 0.3D,z = 0 and
x =5.75D,y = 0.3D,z = 0. These are the same locations as in
Tomboulides & Orszag (2000), where the most dominant mode
was characterized by the Strouhal number St; = 0.195, which we
use as the benchmark. Only time series in the statistically steady
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Figure 2: Power spectrum of u, (streamwise direction) at x =2.5D,y = 0.3D,z =0.

state (r/(D/U) > 50) were used in computing FFTs. Values of the
Strouhal number found in the current simulations for all four reso-
lutions are collected in Table 1 and the power spectra are shown in
Fig. 2. The values were identical at both locations. The computed
Strouhal number changes from St = 0.1627 for the lowest resolution
run to St = 0.1933 for the highest resolution run, when satisfactory
agreement with the benchmark is reached.

Numerical Dissipation Analysis

To identify the effects of numerical dissipation rate on the accu-
racy of simulations and to provide guidance for the mesh refinement
five sub-domains, shown in Fig. 3, were selected for the analysis.
The number of cells in each sub-domain is given in Table. 2.

Figure 3: Computational sub-domains
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Table 2: No. of cells in each sub-domain

Mesh m0 ml m?2 m3
rl 63,245 388,806 496,660 3,789,930
r2 17,974 511,797 617,889 1,002,297
r3 69,312 529,516 554,496 554,496
r4 335,475 556,893 1,505,627 2,875,146
rS 22,216 83,573 129,812 920,560

The results for each term in the numerical dissipation equation
(5), normalized by the volume of a computational sub-domain, are
shown in Fig. 4. Clearly, the numerical dissipation rate is in gene-
ral quite small compared with the individual terms in the equation
(5). However, the numerical dissipation is not negligible and decre-
ases with the increased resolution as shown in Fig. 5. In that figure
we plot the ratio of numerical and physical dissipation rate for re-
gions rl, r2, r4 and 5, for all four mesh resolutions, as a function
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Figure 4: Time-evolution of each terms in numerical dissipation equation after volume integration in selected sub-domains. Rate
of change of kinetic energy %Ekm (green line), viscous (or physical) dissipation € (red line), pressure flux Fy. (cyan line),
advective flux Fy;, (purple line), viscous flux F;; (yellow line), and numerical dissipation rate g, (blue line).

of time. The time average values for all cases and sub-domains are
also summarized in Table 3. For the coarsest mesh mO, the ratio of
the numerical dissipation to the viscous dissipation downstream of
the sphere varies from 4 - 5% immediately behind the sphere (sub-
domain r1) to 22% further away. For the finest mesh m3, this ratio
varies from 0.3% behind the sphere to 6% further away. The large
numerical dissipation in the former case is a direct indicator that
the simulation results are inaccurate. Indeed, the predicted Strouhal
number (Fig. 2(a)) is about 16% lower than the benchmark. Low
numerical dissipation in the latter case is an indicator of an accepta-
ble accuracy, with simulation results matching the benchmark (Kim
& Durbin, 1988; Tomboulides & Orszag, 2000; Orr et al., 2015).
The Strouhal number for intermediate mesh m1 and m2 is 6% and
3% below the benchmark respectively, therefore the numerical dis-
sipation analysis is self-consistent and should provide the correct
guidance for mesh refinement.

For turbulent wake flow the physically most significant region
is the region right behind the sphere (r1) for which the ratio is re-
duced from 4.7% to 0.3% between mesh m0 and m3. Focusing on
that region (rl), there is a clear correlation between the quality of
the prediction for the Strouhal number and the computed numeri-
cal dissipation, or rather the ratio of the numerical and the physical
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Table 3: Ratio of numerical and physical dissipation (%)

Regions m0 ml m?2 m3
rl 4.6834 19833 0.9699 0.3013
2 37.3058 5.3602 4.3705 2.4418
3 224156 5.8930 5.7189 6.0572
4 1.9870 1.4026 0.4342 -0.6483
15 10.5352  7.1840 3.2646 0.8572

dissipation. Since the numerical dissipation rate is an artifact of a
discretization of the governing equations it is reasonable to expect
that it should be negligible in comparison with the physical, vis-
cous dissipation to get accurate numerical results. Therefore, the
ratio of the numerical and physical dissipation in the region behind
the sphere is a good indicator of the overall accuracy of a given
simulation. The present results demonstrate that this ratio falling
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Figure 5: Time-evolution of the ratio of numerical and physical dissipation in selected sub-domains for different grid resolution.
Mesh mO (yellow line), mesh m1 (red line), mesh m2 (green line), mesh m3 (blue line).

below 1% is a good indicator of a numerically accurate DNS.

In fact much smaller ratios of numerical and physical dissipa-
tion are difficult to achieve for lower-order schemes and arbitrary
unstructured mesh in the present simulations as there may be addi-
tional numerical errors when computing derivatives and performing
integration over volumes. The effect of mesh refinement is more ob-
vious in the region 12 and r5, where the ratio is very large for mesh
m0. On the other hand, the regions of wake far from the sphere (r3)
and of the laminar flow before the sphere (r4) are less important
for the vortex shedding, therefore, there is no need for further mesh
refinement in those regions. In fact, far away from the sphere, the
ratio in sub-domain r3 remains almost the same for mesh m1, m2
and m3. Finally, we also selected a small region on the side of the
sphere (region r5), considered mainly for grid refinement purpose,
where the mesh is curved near the sphere and mesh quality may not
be as good as in the other regions. In this way, the refined mesh
can be obtained by focusing on only few selected sub-domains and
related regions with large numerical dissipation rate.

Adaptive mesh refinement

In typical DNS applications, the adequate grid resolution in
DNS is found through a series of complete runs on successively
refined meshes. Based on our analysis of a flow past sphere, the
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accuracy of DNS is closely related to the ratio of numerical and phy-
sical dissipation in sub-domain r1, right behind the sphere (Fig. 3).
Using the same meshes as before (Table 1 and 2), the potential of
the numerical dissipation quantification to guide adaptive mesh re-
finement during simulations, rather than running several simulation
through completion, was tested. The refinement and re-mapping
was performed using the following stopping criterion:

e Compute the average and maximum value of numerical dissi-
pation ratio in sub-domain r1 over 5 time units. If the average is
larger than 1% or maximum value larger than 2%, this indica-
tes that the numerical dissipation is not negligible and thus the
grid resolution is inadequate. The simulation should be stop-
ped and the fields re-mapped to a finer mesh using OpenFOAM
tool mapFields.

The procedure for the adaptive mesh refinement:

1. Start simulations on the coarsest mesh (m0 in the present case)
and run until statistically steady state is reached (# = 40 in the
present case).

2. Continue running the simulation for several time units (5 time
units in the present case) and invoke the stopping criterion.

3. Ifitis not satisfied, stop and re-map velocity and pressure fields
to a finer mesh generated under the guidance of the numerical



dissipation rate in selected sub-domain(s).

4. Repeat the process as long as the criterion is consistently satis-
fied in every time unit, which determines the mesh resolution
for physically accurate DNS.

5. Continue run for sufficiently long time to obtain required quan-
tities (at least 150 time units to compute the Strouhal number
for the current problem).

In Fig. 6 we plot the ratio of the numerical and the physical
dissipation obtained in such a process. In Table. 4 the values invo-
ked in the stopping criterion for Region rl are collected. Looking
at the first row the average value drops from 4.147% for mesh mO
to 0.3% for mesh m3. Reaching the physically adequate resolution
requires total of 20 time units in the simulation (4 x 5) compared
with at least 450 time units required for full simulations on mesh
m0, m1, and m2 (3 x 150) before the adequate mesh m3 is found.

Table 4: Stopping criteria for the dissipation ratio (%)

Mesh mQ ml m2 m3
Average 4.147 2.039 1.001 0.304
Max 5.101 3.652 1.767 1.566
ml m2 m3
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Figure 6: Dissipation ratio for the adaptive mesh refinement
in Region r1. Mesh mO (yellow line), mesh m1 (red line),
mesh m2 (green line), mesh m3 (blue line).
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CONCLUSIONS

The numerical dissipation analysis developed by Schranner
et al. (2015) is applied to a low-order incompressible CFD solver
with an unstructured mesh. Simulations of a weakly turbulent wake
past a sphere at Re = 1000 show that the numerical dissipation rate
directly affects the accuracy of CFD results. Because of that the
numerical dissipation can be employed as a convenient tool for es-
timating the accuracy of simulations in the course of actual runs.
Since the numerical dissipation rate is closely related to grid reso-
lution used in selected regions of a computational domain, it can
provide a guidance for the adaptive mesh refinement in CFD. It is
shown that for the flow problem considered here it is possible to
decrease the simulation time needed to reach grid convergence by
at least an order of the magnitude. The approach can be easily ap-
plied to different CFD solvers and more complex and realistic flow
geometries and similar savings in simulation times are expected.
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