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ABSTRACT
The coaxial injection of cryogenic nitrogen and warm

hydrogen into a supercritical nitrogen atmosphere is stud-
ied numerically by means of well resolved large-eddy
simulation (LES). Numerical data for two operating con-
ditions are compared both quantitatively and qualita-
tively with a series of experiments [Oschwald et al.,
35th AIAA/ASME/SAE/ASEE Joint Propulsion Confer-
ence, 1999]. A detailed thermodynamic analysis of phe-
nomena associated with the binary mixing of nitrogen and
hydrogen together with a systematic study of the thermo-
dynamic state of cryogenic nitrogen prior to injection al-
lows an assessment of uncertainties related to both numeri-
cal and experimental data. Trans- and supercritical mixing
constitutes considerable challenges for numerical simula-
tions with regard to physical modeling and numerical sta-
bility. We compare a fully conservative (FC) formulation
to a quasi conservative (QC) formulation of the governing
equation, which was recently proposed by Terashima and
Koshi [J. Comput. Phys., 2012].

INTRODUCTION
Modern high performance Liquid Rocket Engines

(LRE) like the Vulcain II engine operate at combustion
pressures (p > 10 MPa) well above the critical pressures
of the injected propellants. Furthermore, operating con-
ditions of most main stage LREs are designed such that
one or both propellants enter the thrust chamber at cryo-
genic temperatures. Hence, the injected propellant is in a
transcritical state, characterized by high liquid-like densi-
ties and viscosities. In this transcritical regime the phys-
ical properties, e.g., density, viscosity and specific heats,
are strong non-linear functions of the local pressure and
temperature. Therefore, trans- and supercritical mixing
constitutes considerable challenges for numerical simula-
tions with regard to physical modeling, numerical stabil-
ity and computational efficiency. In this context, Terashima
& Koshi (2012) recently presented a numerical approach,
specifically designed for cryogenic mixing under supercriti-
cal pressures, for which the total energy conservation equa-
tion is replaced by a pressure evolution equation (PEVO).
Their generalized formulation of this equation, valid for
complex viscous fluids, has a sort of beauty as it satisfies
velocity and pressure equilibrium at fluid interfaces. The
motivation to use a PEVO comes from the observation that
a fully conservative (FC) formulation together with insuf-
ficient grid resolutions may lead to spurious pressure os-
cillations which deteriorate not only computational stabil-

ity but also the accurate prediction of flow fields such as
turbulence and acoustics (Terashima & Koshi, 2012). For
a thorough discussion on the origin of spurious pressure
oscillations caused by EOS’s peculiarities it is referred to
Terashima & Koshi (2012). However, sorting out the to-
tal energy conservation equation gives rise to the question:
What are the consequences of a poor energy conservation
property? Terashima & Koshi (2012) addressed this is-
sue only for one-dimensional single-species advection test
cases. Given a lack of robustness of their FC method, no di-
rect comparison between FC and QC formulation was pos-
sible for a two-dimensional test case. Following up on this,
the objective of this paper is to identify differences between
a FC and a QC formulation, with particular emphasis on
the energy conservation issue and the thermodynamic con-
sequences, in its application to a realistic three-dimensional
test setup. In this context we confine our study to two se-
lected operating conditions of a series of experiments of Os-
chwald et al. (1999) in which quantitative density measure-
ments in a coaxial LN2/GH2 jet at supercritical pressures
(with respect to the critical pressure of the pure nitrogen)
were obtained. This setup is highly challenging both nu-
merically (density ratios between main nitrogen and annular
hydrogen jet ranging from 43 to 166) and thermodynam-
ically (real gas mixing effects). In general, shear coaxial
injectors, as considered in this work, have been investigated
in a number of experiments (see e.g. Mayer et al., 1998;
Oschwald et al., 1999; Chehroudi et al., 2002) and numeri-
cal simulations (see e.g. Masquelet et al., 2012; Terashima
& Koshi, 2014; Müller et al., 2015), thus, there is a qual-
itative understanding of the underlying physics associated
with trans- and supercritical injection and mixing. However,
it is worth mentioning that especially quantitative compar-
isons between experimental data and high-fidelity numeri-
cal simulations are scarce. In this context the present work
highlights some physical aspects that are associated with
trans- and supercritical coaxial injection of LN2/GH2.

SETUP AND FLOW CONFIGURATION
Numerical Model for Large Eddy Simulation

We solve the three-dimensional compressible multi-
component Navier-Stokes equations either in a FC formula-
tion, Eq. (1)-(4), or in a QC formulation for which the total
energy conservation, Eq. (4), is substituted by a pressure
evolution equation, Eq. (5), that can be derived from the
total pressure derivative using Eq. (1)-(4). The state vec-
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Figure 1: Left: Density prediction of the PR EOS ( ) in comparison to the NIST reference data ( ⊙ ) (Linstrom &
Mallard, 2015) for nitrogen at 4 MPa. Nitrogen injection conditions for case E4 (118 K), E4 f it (128.274 K) and D4 (140 K) are
indicated by (  ). Right: Instantaneous snapshots of the temperature distribution for the cases E4 and D4, each case simulated
with the governing equations in fully conservative form (FC) and with the pressure evolution equation (PEVO).

tor for the FC approach φ FC = [ρ,ρuk,E,ρYi]T consists of
density ρ , momentum ρuk, total energy E = ρe+ 1

2 ρukuk
(i.e., internal energy, e, plus kinetic energy), and partial
density ρYi of species i. u = [u1,u2,u3]T is the velocity
vector in a Cartesian frame of reference. For the QC for-
mulation, the total energy is replaced by the pressure p, i.e.
φ QC = [ρ,ρuk, p,ρYi]T .

∂tρ +∇⋅(ρu) = 0 (1)

∂tρu+∇⋅(ρu ⋅u⊺+ Ip) =∇⋅τ (2)

∂tρYi+∇⋅(ρYiu) =∇⋅Ji (3)

∂tE +∇⋅ [(E + p)u] =∇⋅(τ ⋅u−q) (4)

∂t p+∇⋅(pu) = (p−ρc2)∇⋅u+ αp

cvβT ρ
[∇⋅(τ ⋅u−q)−u ⋅(∇⋅τ)]+ N∑

i=1

1
ρ

∂ p
∂Yi

∣
ρ,e,Yj[i]∇⋅Ji (5)

According to the Stokes hypothesis for a Newtonian
fluid, the viscous stress tensor is

τ = µ (∇u+(∇u)T −2/3I ∇⋅u) , (6)

with µ being the dynamic viscosity and I the unit tensor.
The diffusional fluxes are calculated via the Fickian diffu-
sion approximation that is

Ji = ρ
⎛⎝Di∇Yi−Yi

N∑
j=1

D j∇Y j
⎞⎠ (7)

where

Di = (1−xi)⎛⎝
N∑
j≠i

x j

Di j

⎞⎠
−1

(8)

is an effective binary diffusion coefficient for the diffusion

Table 1: Test case definition.

p [MPa] TN2 uN2 [m/s] ρN2 [kg/m3] ṁN2 [g/s] TH2 uH2 [m/s] ρN2 [kg/m3] ṁH2 [g/s]

D4 4a 140a 5a 150.70b / 157.84c 2.14b/2.24c 270a 60a 3.50b/ 3.55c 0.96b/0.97c

E4 4a 118a 5a 584.43b / 608.78c 8.29b/8.63c 270a 120a 3.50b/ 3.55c 1.92b/1.94c

E4 f it 4 128.274 7.49 390.18 8.29 270 120 3.55 1.94

a Nominal experimental operating conditions according to Oschwald et al. (1999). b Calculated using NIST. cCalculated
using the PR EOS. dMass flow and density fitted boundary condition with ṁN2 = 8.29 g/s and ρN2 = 390.18 kg/m3, cf. Fig. 1.
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of species i into the rest of the mixture, c.f. Cook (2009) and
references therein. xi denotes the mole fraction of species
i. The physical binary mass diffusion coefficients Di j are
modeled according to Chapman and Enskog theory (see e.g.
Prausnitz et al., 1998). The vector

q = −κ∇T − N∑
i=1

hiJi (9)

consists of the conductive heat flux described by Fourier law
and the interdiffusional enthalpy flux where κ is the thermal
conductivity, T is the temperature, and hi is the partial mas-
sic enthalpy of species i. Viscosity and thermal conductiv-
ity are described with the correlation of Chung et al. (1988)
(note that the acentric factor of hydrogen was set to zero for
the viscosity and thermal conductivity calculation since we
observed a singularity in the correlation of Chung for the
binary H2/N2 mixture).

In Eq. (5), c denotes the speed of sound, cv is the heat
capacity at constant volume, and αp and βT are the ther-
mal expansion and isothermal compressibility coefficient,
respectively. While Terashima & Koshi (2012) neglect the
effect of a molecular diffusion induced pressure variation
we take its contribution into account. It is worth noting that
the implementation of Eq. (5) into an existing density based
LES solver with explicit time integration is straightforward.

Equation (1)-(4) or (1)-(3) and (5) are closed by a cu-
bic equation of state (CEOS) which can be universally ex-
pressed in their pressure explicit form, (cf. Kim et al., 2012)

p(v,T,x1 . . .xN) = RT
v−b

− aα (T)
v2+ubv+wb2 (10)

with the pressure p being a function of the specific molar
volume v, temperature T and the mole fractions x1 through
xN . The model constants (u,w) take the values (2,−1) for
the Peng-Robinson (PR) EOS, which is used for the present
simulations. The α-function in the attractive term is a cor-
relation of temperature T , critical temperature Tc and acen-
tric factor ω . The parameter a includes attractive forces
between molecules, the effective molecular volume is rep-
resented by the parameter b. For the calculation of the co-
efficients aα(T) and b for a mixture composed of an ar-
bitrary number of components we follow the recommenda-
tions given by Harstad et al. (1997) for which off-diagonal
elements are calculated using the same expression as for the
diagonals together with pseudo-critical parameters.

The governing equations of the FC formulation,
Eq. (1)-(4), are discretized by a conservative finite-volume
scheme on a Cartesian grid. In order to avoid spurious os-
cillations at sharp density gradients, we use a second-order
upwind biased numerical flux function together with the
van Albada limiter (van Albada et al., 1982) for the ad-
vective transport of mass and internal energy. Effects of
unresolved subgrid scales (SGS) are modelled by the adap-
tive local deconvolution method (ALDM) of Hickel et al.
(2014), leading to a formulation in which only the com-
pressible modes are affected by the second-order upwind
scheme, while vorticity modes and turbulence kinetic en-
ergy remain unaffected. The viscous flux is discretised us-
ing a 2nd order central difference scheme, and the 3rd order
explicit Runge-Kutta scheme of Gottlieb & Shu (1998) is
used for time integration. The left hand side of the pres-

0 0.2 0.4 0.6 0.8 1

140

TH2

200

250

300

100

xH2

T
[K

]

118

D4

E4fit
E4

TN2

270
Two-phase region

Dew-point line

Critical mixing temperature

Isenthalpic mixing temperature

Figure 2: Binary phase diagram for a H2 (right) N2 (left)
mixture as a result of a vapor-liquid equilibrium (VLE) cal-
culation with the PR EOS. Solid lines labeled as D4, E4 and
E4 f it correspond to the adiabatic mixture temperature for a
H2/N2 system at 4 MPa.

sure advection equation is discretized consistently with the
internal energy transport, such that both methods are nu-
merically identical for a single-species perfect gas.

Experimental Setup
To be suitable for the validation of physical models or

numerical methods benchmark experiments should have re-
duced complexity to validate individual processes and well
defined boundary conditions. In this context, Oschwald
et al. (1999) performed an experiment with particular em-
phasis on atomisation and mixing mechanisms for a single
coaxial injector element operating under supercritical pres-
sures (with respect to the critical pressure of the pure nitro-
gen). We confine our study to two selected operating con-
ditions, E4 and D4, for which the experimental boundary
conditions are summarized in Tab 1. Hydrogen (outer) and
nitrogen (inner) are injected through a coaxial injector ele-
ment into a cylindrical tank (D = 10 cm) filled with nitrogen
at 4 MPa and 298.15 K. The inner and outer diameter of the
hydrogen annulus are DH2,i = 2.4 mm and DH2,o = 3.4 mm,
respectively, the inner nitrogen injector is 1.9 mm in diam-
eter (Di). Figure 1 (left) illustrates the two nominal operat-
ing conditions for the main nitrogen injection by means of a(ρ,T) diagram. While nitrogen is initially in a transcritical
state for test case E4 (TN2 = 118 K, liquid-like, left of the
Widom-line (see Banuti, 2015)), it is supercritical for test
case D4 (TN2 = 140 K, gas-like, right of the Widom-line).
Note that the temperature difference of only 22 K leads to a
large density difference of 584.43 kg/m3 and 150.70 kg/m3

for the cases E4 and D4, respectively. As seen from Fig. 1
(left), the PR EOS yields a good approximation of the nitro-
gen inflow density for the selected nominal operating condi-
tions in comparison to the NIST reference data (∼ 4% error
for case E4). Besides the differences related to the nomi-
nal thermodynamic state of pure nitrogen at injection, the
cases E4 and D4 differ additionally in thermodynamic as-
pects that are associated to the binary mixing of nitrogen
and hydrogen. Consider Fig. 2 showing a binary phase dia-
gram for a H2/N2 mixture from a vapor-liquid equilibrium
(VLE) calculation (criterion: equal fugacity in both phases
for each single component at a given temperature and pres-
sure) with the PR EOS: In general, a binary system lying
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Figure 3: Axial (centerline) and radial nitrogen {ρN2 , (a) and (b)} and hydrogen {ρH2 , (c) and (d)} density profiles for test
case E4. ( ) Fully conservative (FC) method; ( ) Pressure evolution equation (PEVO); ( ⊙ ) Experimental data of
Oschwald et al. (1999). Radial profiles are extracted at 4 mm. Note that 3 (c) displays numerical centerline data together with
the experimentally observed maximal values of the radial hydrogen density distribution.

within the parameter space enclosed by the dew-point and
bubble-point line (grey shaded region) is separated by an
interface (of which properties are still to be determined)
in a liquid and vapor phase. The solid lines labeled as D4
and E4, which partially intersect the two-phase region, de-
pict the adiabatic mixture temperature of a H2/N2 system at
4 MPa. Note that for case E4 the adiabatic mixture temper-
ature drops below 118 K, thus, showing the strongest real
gas effects. From a thermodynamic perspective (and based
on the assumption that the VLE calculation with the PR
EOS and ki j = 0 reproduces the mixture’s real fluid behav-
ior), phase separation, i.e. is the existence of a well-defined
molecular interface, between the cryogenic N2 and warm
H2 within the turbulent mixing layer may occur for the nom-
inal experimental conditions of case E4. Recently, Dahms
& Oefelein (2013) gave a very thorough discussion on the
transition between two-phase and single-phase interface dy-
namics at supercritical pressures. Their results suggest that
only a more in-depth analysis based on a Knudsen number
criterion (i.e. molecular mean free path in the vapor phase
over characteristic interface thickness) can answer the ques-
tion whether a continuous gas like interface or a molecular
vapor-liquid interface may exist for the experimental con-
ditions of test case E4. In contrast, inflow and all adiabatic
mixing temperatures of case D4 are well above the critical
mixing temperature at 4 MPa, thus, the assumption holds of
a continuous interfacial diffusion layer between the cold ni-
trogen and warm hydrogen. For details on the calculation of
the VLE diagram it is referred to Jarczyk (2013) and Müller
et al. (2015).

Grid and Boundary Conditions
All computations have been performed in a rectangu-

lar domain with the overall dimensions Lx = 100 mm in
the streamwise and Ly = Lz = 120 mm in the lateral direc-
tions. The injector plane, 4 mm× 4 mm, is resolved with
16348 computational cells (∆ymin = ∆zmin = 0.03125 mm).
With increasing distance from the injector centerline (y,z ={±2 mm,±6 mm,±14 mm,±30 mm}), a grid coarsening
in spanwise directions by a factor of two is applied. For
x < 20 mm and −6 mm < y/z < 6 mm the grid yields a ho-
mogenous streamwise resolution of ∆xmin = 0.078125 mm.
To ensure that jet dynamics are not affected by the sub-
sonic outflow boundary condition, a hyperbolic grid stretch-
ing in streamwise direction is applied for x > 20mm. The

total number of computational cells is ≈ 29 ⋅ 106. Realis-
tic turbulent inflow data for the N2 and H2 jets are pro-
vided through a separate precursor incompressible LES us-
ing cyclic boundary conditions in axial direction. Slices of
the turbulent velocity fields are extracted from this simula-
tion, accumulated in a database and interpolated onto the
coarser grid of the final coaxial jet simulation. Using the
same transient inflow data for the FC and QC cases allows
for the isolated assessment of the respective method. At the
outlet we prescribe the static pressure of 4 MPa together
with a linear extrapolation procedure of all conservative
flow variables. All walls are modeled as adiabatic.

RESULTS AND DISCUSSION
Figure 1 (right) depicts a contour plot of the in-

stantaneous temperature distribution for the cases E4 and
D4, each simulated with the governing equations in FC
form and with the PEVO. Contour levels are shown
for 118 K < T < 300 K, from dark to light shades, su-
perimposed by a second group of contour levels with
110 K < T < 118 K, from blue to red shades. While we ob-
serve qualitatively a remarkably good agreement between
FC and QC formulation for case D4, some differences arise
for case E4. As seen in Fig. 1, only in case of a FC for-
mulation the temperature in the mixing layer drops below
its inflow value of 118 K to approximately 110 K. This ob-
servation can be attributed exclusively to real gas mixing
effects, cf. Fig. 2. Furthermore, it follows that the model
assumption of an adiabatic and isobaric mixing process (as
done for Fig. 2) yields a good approximation of the actual
mixing process, see also Lacaze et al. (2015) and Müller
et al. (2015).

In the following we compare our numerical results ob-
tained with the FC formulation to the experimental data of
Oschwald et al. (1999). Figure 3a and 3b depict the axial
(centerline) and radial nitrogen density profiles for test case
E4. We observe significant differences in the potential core
region (x/Di < 3) with an experimental and numerical nitro-
gen density of ∼ 390.18 kg/m3 and ∼ 608.78 kg/m3, respec-
tively. Recall Fig. 1 (left): the definition of inflow bound-
ary conditions in terms of temperature and pressure must
yield a density prior jet break-up much higher than what
is observed experimentally. Note that the observed differ-
ences in density of approximately ∼ 200 kg/m3 can not be
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Figure 4: Axial (centerline) and radial nitrogen {ρN2 , (a) and (b)} and hydrogen {ρH2 , (c) and (d)} density profiles for test
case E4 f it . ( ) Fully conservative (FC) method; ( ⊙ ) Experimental data of Oschwald et al. (1999). Radial profiles are
extracted at 4 mm. Note that 3c displays numerical centerline data together with the experimentally observed maximal values
of the radial hydrogen density distribution.

attributed to an inaccurate equation of state, compare Tab. 1
and Fig. 1. Figure 3c and 3d depict the corresponding hy-
drogen density. Note that Fig. 3c displays numerical center-
line data together with the experimentally observed maxi-
mal values of the radial hydrogen density distribution. Inter-
estingly, Oschwald et al. (1999) report an increase in hydro-
gen density downstream of the jet break-up that exceeds its
pure-component value at injection. From a phenomenolog-
ical/qualitative perspective we are able to reproduce this ef-
fect in the numerical simulation, see Fig. 3c. Quantitatively,
however, we obtain large deviations between measured and
simulated hydrogen density. Note that the increase in hy-
drogen density is caused by real gas mixing effects rather
than by a heat transfer and diffusion mechanism from the
warm hydrogen to the cryogenic nitrogen.

Measurements in a high pressure low temperature en-
vironment are very demanding and introduce a number of
uncertainties. Oschwald et al. (1999) report beam steering
and reflection issues along with problems to determine the
inlet temperature of the cryogenic nitrogen. Since the nitro-
gen density at injection is very sensitive to small changes in
temperature, cf. Fig. 1 (left), we believe that the observed
discrepancies between experiment and simulation may be
founded in a different nitrogen temperature prior to injec-
tion. Assuming a correct density (390.18 kg/m3) and mass
flow rate (8.29 g/s) measurement (rather than temperature
measurement), we define a test case E4 f it with a fitted ni-
trogen bulk velocity ūN2 = 7.49 m/s and inflow temperature
TN2 = 128.274 K. Figure 4a and 4b depict the correspond-
ing centerline and radial nitrogen density profiles. We now
observe a very good agreement for the absolute value of the
predicted nitrogen density, the potential core length (i.e. lo-
cation of break-up) and the axial position for which a fully
mixed state is obtained (x/Di ∼ 10). We note that the loca-
tion of jet break-up and downstream evolution (∂ρ/∂x) is
very sensitive to the numerical scheme that is used, com-
pare also our results documented in Müller et al. (2015). At
a first glance, these results suggest that the nitrogen temper-
ature at injector exit could have been higher at the time of
data collection. However, we are now lacking the increase
in hydrogen density downstream of the jet break-up that ex-
ceeds its pure component value at injection, see Fig. 4c and
Fig. 4d.

As the preceding discussion has shown, there is a need
for a broader quantitative experimental data base. To our

knowledge, the only (published) quantitative data on inert
coaxial injection at trans- and supercritical pressures are the
data of Oschwald et al. (1999). Possible reasons for the ob-
served differences between experiment and numerical simu-
lation are manifold, and their interpretation can be ambigu-
ous.

In the following we characterize the differences be-
tween the FC and QC formulation for test case E4: The
location of jet break-up is shifted downstream for the QC
formulation, see Fig 3a. This is consistent with the observa-
tion of a lower fluctuating pressure level ⟨p′p′⟩ (not shown
here), which is expected to amplify jet break-up dynamics,
and the design (satisfying velocity and pressure equilibrium
at fluid interfaces) of this numerical method. The increase
in hydrogen density downstream of the jet break-up is not
reproduced by the QC formulation, see Fig 3c and 3d. We
want to emphasize that the reasons for the observed differ-
ences between FC and QC formulation for test case E4 are
currently not well understood and are subject of ongoing re-
search. For the operating conditions of test case D4 we ob-
tain a perfect match between FC and QC formulation, see
Fig. 5.

CONCLUSIONS
The coaxial injection of cryogenic nitrogen and warm

hydrogen into a supercritical nitrogen atmosphere was stud-
ied numerically by means of well resolved large-eddy sim-
ulation. We compared a fully conservative (FC) to a quasi
conservative (QC) formulation of the governing equations
for two operating conditions of a series of experiments of
Oschwald et al. (1999). While we observe qualitatively and
quantitatively a remarkably good agreement between FC
and QC formulation at supercritical operating conditions
(D4), some differences exist in case of transcritical nitro-
gen injection (E4): Flow features that are caused by real
gas mixing effects / equation of state peculiarities, such as
hydrogen densities downstream of the jet break-up that ex-
ceed its pure component value at injection, are not present
in case of the QC form of the governing equations.

From a qualitative perspective, we were able to re-
produce the characteristic increase in hydrogen density
downstream of jet break-up that has been recorded experi-
mentally for the nominal operating conditions of test case
E4. Based on the observation that the definition of in-
flow boundary conditions in terms of temperature and pres-
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Figure 5: Axial (centerline) and radial nitrogen {ρN2 , (a) and (b)} and hydrogen {ρH2 , (c) and (d)} density profiles for test
case D4. ( ) Fully conservative (FC) method; ( ) Pressure evolution equation (PEVO); ( ⊙ ) Experimental data of
Oschwald et al. (1999). Radial profiles are extracted at 2 mm.

sure must yield a density prior jet break-up much higher
than what was measured experimentally, we defined a new
test case for which bulk velocity and injection temperature
are adjusted to match density and mass flow rate measure-
ment (rather than temperature measurement). For this fitted
boundary condition we observed a very good agreement be-
tween experimental and numerical data.
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