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ABSTRACT
We present numerical simulations of a reacting shock-

bubble interaction with detailed chemistry. The interaction
of the Richtmyer-Meshkov instability (RMI) and shock-
induced ignition of a stoichiometric H2-O2 gas mixture
are investigated. Different initial pressures in the range of
p0 = 0.25−0.75 atm at a constant shock wave Mach num-
ber of Ma = 2.30 trigger different reaction wave types (de-
flagration and detonation). Low pressure reactions are dom-
inated by H, O, OH production and high pressure chem-
istry is driven by HO2 and H2O2. The reaction wave type
is crucial for the spatial and temporal evolution of the bub-
ble. The RMI and subsequent Kelvin Helmholtz instabili-
ties show a high reaction sensitivity. Mixing is significantly
reduced by both types of reaction waves, with detonation
waves showing the strongest effect.

THEORY
In reactive flows, like in supersonic combustion, the

rapid and efficient mixing of fuel and oxidizer is of cru-
cial importance as the detention time of the fuel-oxidizer
mixture in the combustion chamber is only a few millisec-
onds (Yang et al., 1993). The Richtmyer-Meshkov instabil-
ity (RMI) promotes mixing and thus has the potential to in-
crease the burning efficiency of supersonic combustion en-
gines (Marble et al., 1990). However, the discontinuity in
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the thermodynamic properties can induce a reaction wave,
which interacts with RMI and secondary instabilities.

RMI is a shock-induced hydrodynamic instability oc-
curring at the separating interface of two fluids of different
densities. In RMI, baroclinic vorticity production at the in-
terface is caused by the misalignment of the pressure gra-
dient, ∇p, associated with a shock wave, and the density
gradient, ∇ρ , of the material interface. For a comprehen-
sive review the reader is referred to Brouillette (2002). The
instability occurs on a wide range of scales ranging from the
largest in astrophysics (Arnett, 2000), to intermediate scales
in combustion (Yang et al., 1993) and down to very small
scales in inertial confinement fusion (Lindl et al., 1992).

The shock-induced change in the thermodynamic prop-
erties can cause ignition followed by a reaction wave, where
two types are differentiated: Deflagration and detonation.
Deflagration is a subsonic reaction wave that propagates
through the gas mixture due to a direct transfer of chemi-
cal energy from the burning to the unburned gas by diffu-
sion (Liberman, 2008). In contrast, a detonation is driven
by a faster chemical reaction and the associated large heat
release within the reaction wave. A shock wave propagates
directly in front of the reaction wave and preheats the gas
mixture by compression (Liberman, 2008). The detonation
wave propagates up to 108 times faster than the deflagration
wave (Fickett & Davis, 2010). Due to the large difference
in the characteristic reaction time scale, the reaction wave
type has a crucial influence on the flow field.

RMI in combination with chemical reactions can be
found in the reacting shock-bubble interactions (RSBI),
an extension of the classical inert shock-bubble interaction
(SBI). In this setup a planar shock wave propagates through
a gas bubble, filled with a reactive gas mixture. The baro-

1

June 30 - July 3, 2015 Melbourne, Australia

9
1C-3



clinic vorticity generated at the interface causes the bub-
ble to evolve into a vortex ring. Upon contact, the incident
shock wave is partially reflected and partially transmitted.
In case of a convergent geometry (Atwood number A < 1:
A heavy gas bubble surrounded by light ambient gas) the
transmitted shock wave travels at a slower speed than the
incident shock wave. Hence, the transmitted shock wave is
deformed such that it is focused at the downstream pole of
the bubble. Pressure and temperature increase as the shock
wave collapses in the shock focusing point, which is known
as the shock-focusing phenomenon (SFP). Furthermore the
vorticity deposition leads to a growth of the initial interface
perturbation and, if the initial energy input is sufficiently
large the flow evolves into a turbulent mixing zone through
non-linear interactions of the material interface perturba-
tions (Brouillette, 2002). Inert SBI have been rigorously
studied over the last decades, see the comprehensive review
of Ranjan et al. (2011).

First experimental investigations of a RSBI were per-
formed by Haehn et al. (2012), who replaced the inert gas
within the bubble by a reactive gas mixture. As the shock
wave propagates through the bubble the temperature and
pressure increase. This results in a raise of chemical re-
action rates up to ignition of the gas mixture. In their ex-
periment a stoichiometric gas mixture of H2 and O2, di-
luted by Xe is compressed by a shock wave with Mach
numbers between Ma = 1.34 and Ma = 2.83. Depending
on the shock wave strength three different conditions are
achieved: No ignition within the experimental timeframe,
deflagration or detonation. The reaction wave type shows a
significant influence on the bubble dynamics. Haehn et al.
(2012) provide several chemiluminescence exposures to de-
pict the qualitative evolution of the bubble and reaction pro-
cesses. Beside these exposures, they present quantitative
data of the temporal evolution of the spanwise diameter of
the bubble as well as the vortex ring diameter. However the
complex experimental setup of Haehn et al. (2012) imposes
significant uncertainties, underlining the necessity for a de-
tailed numerical study of RSBI.

NUMERICAL MODEL
We solve the full set of compressible reacting multi-

component Navier-Stokes equations

∂U
∂ t

+∇ ·F(U) = ∇ ·Fν (U)+S , (1)

with
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ρu
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ρu
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0
τ
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0
0

ω̇T
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(2)

with ρ representing the mixture density, u the velocity vec-
tor, E the total energy, p the pressure, and Yi the mass frac-
tion of species i = 1,2, ...N, with N as the total number
of species. τ defines the viscous stress tensor, qc the heat

conduction, qd the interspecies diffusional heat flux, Ji the
species diffusion and δ the identity matrix. The source term
S in Eq. (2) represents the heat release

ω̇T =−
N

∑
i=1

∆h0
f ,iω̇i (3)

with h0
f ,i as the heat of formation of each species i and

the species formation and destruction in terms of individ-
ual mass rates

ω̇i =Wi

NR

∑
r=1

νirΓr

(
k f r
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∏
i=1

[Xi]
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[Xi]
ν ′′ir

)
, (4)

where NR is the number of reactions, Wi is the molecular
weight, Γr is the third body efficiency of reaction r, Xi the
molar concentration. ν ′ir and ν ′′ir are the molar stoichiomet-
ric coefficients of the reactant and the product and νir is
the net stoichiometric coefficient. The forward and back-
ward reaction rates k f r and kbr are calculated according to
the Arrhenius law and provided by the reaction mechanism
of Ó Conaire et al. (2004), which is validated for a wide
range of pressure (0.05 to 87 atm) and temperature (298
to 2700 K). The mechanism considers 8+N species (two
reactants: H2, O2; 5 chain-carrying intermediates: H, O,
OH, HO2, H2O2; the product: H2O; N inert gases) and 19
intermediate reactions. High accuracy is achieved by con-
sidering pressure dependent, duplicated reactions and third
body efficiencies. The mechanism has been widely used
over the last years (Ferrer et al., 2014). The system in (1)
is solved by the 2nd-order accurate Strang time splitting
scheme (Strang, 1968). The Strang splitting scheme seper-
ates the stiff source term from the Navier-Stokes equations,
which results in a system of partial differential equations
(PDE) and a system of stiff ordinary differential equations
(ODE).

For the PDE system we use a finite-volume discretiza-
tion scheme that applies a flux projection on local char-
acteristics for the hyperbolic part. The Roe-averaged ma-
trix required for the projection is calculated for the full
multi-species system (Roe, 1981). The numerical fluxes at
the cell faces are reconstructed from cell averages by the
adaptive central-upwind 6th-order weighted essentially non-
oscillatory (WENO-CU6) scheme proposed by Hu et al.
(2012). The fundamental idea of the WENO-CU6 scheme is
to use a non-dissipative 6th-order central stencil in smooth
flow regions and a non-linear convex combination of 3rd-
order stencils in regions with steep gradients. The time
integration is realized by the 3rd-order total variation di-
minishing Runge-Kutta scheme of Gottlieb & Shu (1998).
With respect to the objective in this paper the numerical
model has been tested and validated for shock induced, tur-
bulent, multi-species mixing problems at finite Reynolds
numbers (Tritschler et al., 2014).

The stiff ODE system is solved separately by the
variable-coefficient ODE solver using 5th-order backward
differentiation formulas (Brown et al., 1989). The present
approach with Strang splitting is state-of-the-art in combus-
tion and reactive flow simulations (Oran & Boris, 2005).

SETUP
We study RSBI on a two-dimensional rectangular do-

main with a symmetry plane at the center axis of the bubble,
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Figure 1: Schematic of the computational domain of the RSBI, r = 0.02 m.

see Fig. 1. Inflow boundary conditions are imposed on the
left boundary of the domain, and outflow boundary condi-
tions on the right and upper side. The initial bubble radius
is denoted by r, and the domain size [32.5 r× 8 r] is chosen
sufficiently large to avoid any effect of artificial shock re-
flections on the bubble evolution. Computational costs are
reduced by using a fine Cartesian grid in the proximity of
the bubble and a coarser grid far away from the interaction
region. A grid resolution with cell sizes of ∆xy = 59 µm is
applied in the high-resolution part of the domain. The total
number of cells amounts to 2.4 million cells. Following the
setup of Haehn et al. (2012) the bubble diameter is set to
D = 2 r = 0.04 m, leading to approximately 700 cells per
bubble diameter. The bubble gas contains H2, O2 and Xe
in a stoichiometric composition of 0.30 / 0.15 / 0.55 molar
fractions. The inert gas Xe increases the density of the bub-
ble, leading to an Atwood number of A = 0.476. The shock
wave with a Mach number of Ma = 2.3 is initialized on the
left side of the bubble. The pre-shock state is defined by
T0 = 350 K and three different initial pressures p0 = 0.25 /
0.50 / 0.75 atm.

RESULTS AND DISCUSSION
Temporal and Spatial Evolution

The temporal and spatial evolution of the RSBI is
highly affected by the initial pressure and the subsequent
reaction wave type with its different propagation velocities.
The pressure sensitivity of the chemical reactions leads to
deflagration of the gas mixture at an initial pressure of p10 =
0.25 atm and to detonation for p20 = 0.50 atm and p30 = 0.75
atm. Figure 2 shows a visualization of the temporal evolu-
tion of the SBI for all cases. Three different initial pressures
are compared to the baseline inert SBI at p20 = 0.50 atm.
The contour plots show the mass fraction of Xe and H2O in
the upper half of the bubble, and the pressure in the lower
half.

The characteristic stages of the inert bubble evolution
are visualized in the top row of Fig. 2. At t = 58 µs and
t = 86 µs, the shock wave propagates through the bubble
and compresses the gas mixture. At t = 200 µs, the shock
wave has passed the bubble and the primary vortex centers
form, while secondary instabilities begin to evolve due to
the velocity shear at the material interface. As more sec-
ondary instabilities develop and the primary vortex centers
are advected downstream the mixing increases. The con-
tour plots reveal a high degree of mixing of the bubble gas
mixture with the surrounding N2.

The three lower rows in Fig. 2 show the reacting SBI

for the different initial pressures. The chemical reaction ki-
netics are very pressure sensitive. Hence the initial pres-
sure variations affect distinctly the ignition delay time and
the following reaction process. At the lowest pressure of
p10 = 0.25 atm the shock wave ignites the gas mixture at
t ≈ 92 µs in the shock focusing point, which is near the
downstream pole of the bubble. Here, temperature and pres-
sure reach a maximum and a deflagration reaction wave
propagates upstream through the bubble at subsonic speed.
The low propagation velocity of the reaction wave causes
the deflagration wave to reach the upstream pole of the bub-
ble only at the long-term evolution at t = 500µs. The heat
release associated with the chemical reaction leads to an ex-
pansion of the bubble gas. However, the influence of the
subsonic deflagration wave on the bubble dynamics is lim-
ited, which can be referred from a comparison with the inert
baseline case.

An increase of the initial pressure to p20 = 0.50 atm
ignites the gas mixture slightly earlier (t = 86 µs). The re-
action wave type changes from a deflagration to a detona-
tion wave, which propagates through the unburned bubble
gas in t ≈ 14 µs at supersonic speed. The detonation reac-
tion wave drives a shock wave in front of it, which results
in a significant increase in pressure. The strong heat release
and the pressure raise result in a rapid bubble expansion.
When the detonation wave reaches the material interface of
the bubble, baroclinic vorticity with opposite sign is gener-
ated. This leads to a suppression of secondary instabilities,
which develop as a consequence of the velocity shear across
the material interface, as can be seen in Fig. 2 at t = 200 µs
and t = 400 µs. The detonation wave amplifies the N2-jet
that forms at the symmetry plane at the downstream pole of
the bubble at t = 200 µs. The amplified jet breaks through
the bridge at the upstream pole of the bubble that connects
the two primary vortices.

The further increase of the initial pressure to p30 = 0.75
atm has no significant effect on the spatial and tempo-
ral evolution of the bubble at early times. The gas mix-
ture ignites 2 µs earlier, compared to an initial pressure of
p20 = 0.50 atm, and the propagation velocity of the deto-
nation wave is similar. Hence, the long-term evolution is
nearly unaffected by a further increase of pressure, once
a pressure limit is exceeded and transition to detonation is
achieved.

The occurrence of either a detonation or a deflagration
reaction wave can be explained by the pressure sensitivity of
the H2-O2 reaction kinetics. At identical temperatures in the
shock focusing point the different initial pressure triggers
different reaction waves. Deflagration is characterized by
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Figure 2: Chemical kinetics in RSBI: Upper part shows mass fraction of the inert gas Xe (gray scale) and the product
H2O (red color scale), illustrating the reaction wave. Lower part depicts the characteristic pressure distribution.

the dominant production of H, O and OH radicals, whereas
detonation is accompanied by a higher formation of HO2
and H2O2. The chain-carrying radicals get accumulated un-
til ignition of the gas mixture.

Damköhler number
The influence of the chemical reaction on the flow

field is determined by the dimensionless Damköhler num-
ber, which defines the ratio of hydrodynamic and chemical
reaction time scales

Da =
τh

τr
. (5)

Da < 1 characterizes a flow field dominated by hydrody-
namic effects, Da > 1 implies a high influence of the chem-
ical reaction. The two time scales are defined as follows:

τh =
1
|ω| , τr = τign +

D0

VRW
. (6)

The characteristic hydrodynamic time scale τh is defined by
the vorticity, averaged over the propagation time of the reac-
tion wave inside the bubble. The chemical reaction time τr
scale consists of two time intervals: τign is the period from

the first contact of the shock with the bubble until ignition.
D0/VRW is the time the reaction wave takes to propagate
through the initial bubble shape with D0 as the initial bub-
ble diameter. VRW is the propagation velocity of the reaction
wave. The Damköhler numbers for the different initial pres-
sures of the RSBI are listed in Tab. 1.

Table 1: Damköhler numbers and characteristic time
scales for different initial pressures.

px0 [atm] τh [s] τr [s] Da [−]
0.25 0.4296 ·10−3 1.4203 ·10−3 0.3025

0.50 0.1889 ·10−3 0.0679 ·10−3 2.7834

0.75 0.1864 ·10−3 0.0659 ·10−3 2.8309

For the subsonic deflagration wave, induced at a low
initial pressure of p10 = 0.25 atm, we find Da = 0.3025.
The characteristic time scale of the chemical reaction kinet-
ics τr is higher than the hydrodynamic time scale τh. Con-
sequently the flow field is dominated by hydrodynamic ef-
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fects. The instabilities at the interface and in the main vor-
tex regions evolve nearly unaffected from the propagating
deflagration wave, as visualized in Fig. 2.

An increase of the initial pressure changes the reaction-
wave type to a supersonic detonation wave. Due to the fast
propagation velocity, the chemical reaction time scale de-
creases distinctly and becomes smaller than the hydrody-
namic time scale. Thus the chemical reaction plays a cru-
cial role for the overall bubble dynamics. This is reflected
by an increase of the Damköhler number to Da= 2.7834. A
further increase of the initial pressure up to p30 = 0.75 atm
reduces the induction time slightly by about 2 µs, leading
to a Damköhler number of Da = 2.8309. The similarity of
the Damköhler numbers for an initial pressure px0 ≥ 0.50
atm indicates that once a critical initial pressure is exceeded
the domination of the chemical reaction time scale becomes
pressure independent. The following analysis of integral
quantities supports this observation.

Enstrophy generation and mixing
The analysis of the enstrophy indicates the influence

of the reaction wave on the vorticity production during
the SBI. The baroclinic vorticity production term (∇ρ ×
∇p)/ρ2 produces vorticity right after the shock wave first
contacts the upstream pole of the bubble. If the gas mixture
detonates, the supersonic reaction wave acts as a second
shock wave and induces additional vorticity. The enstro-
phy ερ is used to determine the influence of the different
reaction waves, in particular of the detonation wave, on the
vorticity production

ερ =
1
ρ0

ε =
1
ρ0

∫

S
ρ ω2 dx dy. (7)

As the simulations are initiated with different initial pres-
sures and therefore different densities, the enstrophy is nor-
malized by the respective initial density ρ0. Figure 3 shows
the temporal evolution of the enstrophy for the simulations
of RSBI and their non-reacting counterparts. Vorticity pro-
duction starts with the first contact of the shock wave with
the bubble at t = 30 µs and increases during the shock pas-
sage. The evolution is identical for the reacting and non-
reacting simulations until ignition occurs at t ≈ 86 µs. The
detonation wave induces additional vorticity. The corre-
sponding enstrophy peak is clearly visible in Fig. 3 and
leads to elevated enstrophy levels for a time period of about
50 µs. In the long-term evolution, the non-reacting SBIs
show higher enstrophy levels than the reacting simulations
because of a higher density and pressure gradient in the
main vortex region. The deflagration wave has only a small
influence on the enstrophy. After the reaction wave has
reached a significant part of the interface, however, the vor-
ticity decays faster compared to the inert counterpart. Again
the reason can be found in the decrease of the density over
the reaction front.

The molecular mixing fraction (MMF), defined by
Youngs (1994), is used to estimate the mixing in a com-
plex flow field dominated by RMI and Kelvin Helmholtz
instabilities (KHI)

Θ(t) =
∫ ∞
−∞ 〈XN2 XXe〉dx∫ ∞
−∞ 〈XN2〉〈XXe〉dx

. (8)

The MMF quantifies the amount of mixed fluid within the
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Figure 3: Enstrophy normalized by the respective ini-
tial density. Solid lines: reaction; dashed lines: no
reaction; / p10 = 0.25 atm, / p20
= 0.50 atm, / p30 = 0.75 atm.

mixing zone. It can be interpreted as the ratio of molecu-
lar mixing to large-scale entrainment by convective motion.
Tomkins et al. (2008) observed three main regions of mix-
ing: The vortex core, the outer interface including KHI, and
the bridge region connecting the two main vortices. The
latter contributes up to 40% to the mixing. The temporal
evolution of MMF of the reacting simulations and the non-
reacting counterparts are plotted in Fig. 4.
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Figure 4: Molecular mixing fraction. Solid lines: re-
action; dashed lines: no reaction; / p10 =
0.25 atm, / p20 = 0.50 atm, / p30
= 0.75 atm.

The inert simulations show a linear growth over time,
which is independent of the initial pressure. The reacting
counterpart, on the other hand, shows a different behav-
ior. The low pressure simulation diverges only slightly from
the inert cases. The mixing in the vortex core region and
the outer interface is gradually affected by the deflagration
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wave. The stretching of the bubble gas around the vortex
cores and the interfacial area is less developed, which re-
duces the mixing. Due to the low propagation velocity of
the reaction wave the bridge region at the upstream pole
of the bubble, as the main mixing region, is unaffected by
the chemical reaction process. For higher initial pressures,
leading to a detonation wave, we observe a stronger effect
of chemical reactions on the MMF. Besides the reduction
of mixing in the vortex core region and at the interface, the
bridge region is also highly affected by the reaction wave.
The connection of the two main vortices is disturbed. Thus,
the MMF of the high pressure simulations is reduced by up
to 50% within the simulations timeframe, see Fig. 4. Note
that, the increase in the initial pressure is only important to
obtain detonation. Once the reaction wave propagates with
supersonic speed, a further pressure raise shows no signifi-
cant influence on the MMF. In general, the MMF is reduced
by the chemical reaction, especially the supersonic combus-
tion decreases the mixing distinctly.

CONCLUSION
We have presented results from the first numerical sim-

ulation of a reacting shock-bubble interaction (RSBI) with
detailed H2-O2 chemical reaction kinetics. We considered
a bubble filled with a stoichiometric gas mixture of H2, O2
and Xe, surrounded by pure N2. A planar shock wave prop-
agates through the domain and interacts with the spherical
density inhomogeneity, which leads to Richtmyer-Meshkov
instability (RMI). Shock focusing causes ignition of the
bubble gas. We were able to show that the pressure sen-
sitivity of the H2-O2 reaction can be used to control the
reaction wave type through variation of the initial pres-
sure. A deflagration or a detonation wave can be triggered,
which highly affects the efficiency of the mixing process in
a RSBI. In a low pressure environment the production of
H, O, OH radicals dominates, leading to a subsonic defla-
gration wave. Higher initial pressures lead to a chemical
reaction driven by HO2 and H2O2 resulting in a supersonic
detonation wave.

The spatial and temporal evolution of the reacting
shock-bubble interaction are highly affected by the reaction
wave type. A subsonic deflagration wave leads to a flow
field dominated by hydrodynamic effects (Da ≈ 0.3), thus
the influence of the reaction wave on the global bubble evo-
lution is small. Secondary instabilities evolve unaffected
by the reaction wave. The mixing decreases by about 20%
within the timeframe of the simulation. The second reaction
wave type, the detonation wave, leads to a flow field dom-
inated by chemical reaction time scales (Da & 2.78). The
bubble gas expands quickly due to the supersonic propaga-
tion velocity of the reaction wave. Enstrophy production
increases distinctly but decays faster. The growth of the
secondary instabilities is suppressed and the mixing regions
are highly affected by the chemical reaction. The molecular
mixing fraction reduces by up to 50% compared to the inert
case.
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