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ABSTRACT

It was shown recently that the use of stochastic analysis
enables a theoretically well based systematic derivation of
aredizable linear dynamic model (LDM) and a realizable
nonlinear dynamic model (NDM). A-priori and a-posteriori
analyses of turbulent channel flow and the turbulent Ek-
man layer are used to study the characteristic properties of
these dynamic models. The LDM and NDM are compared
with other dynamic models: the non-stabilized and stabi-
lized dynamic Smagorinsky model (DSM), which is used
in many applications of LES, and Wang-Bergstrom’s dy-
namic model (WBDM), which represents an extension of
the DSM. The DSM and WBDM do not represent realiz-
able models because they are not derived as consequences
of a redlizable stochastic process. The comparisons re-
ported here show that the LDM and NDM are based on a
dynamic model formulation that avoids shortcomings of ex-
isting concepts. The LDM and NDM account for backscat-
ter, and they are computationally stable without any mod-
ification. The LDM and NDM represent the instantaneous
small scale structure of turbulence very well. Compared to
the DSM and WBDM, respectively, the LDM and NDM are
computationally more efficient.

INTRODUCTION

Large Eddy Simulation (LES) represents a very
promising method to address many relevant engineering
and environmental problems. The price for reducing the
computational cost of direct numerical simulation (DNS)
by the consideration of LES equations is a closure problem
given by the appearance of the unknown deviatoric subgrid-
scale (SGS) stress tensor 7} in LES equations. The simple
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Smagorinsky model rﬂ = —2vt§ j is often used as a model
for the deviatoric SGS stress, where incompressible flow
is considered for simplicity. Here, ‘§l refers to the filtered
rate-of-strain tensor and v = CsA?|S is the SGS viscos-
ity. This viscosity involves the Smagorinsky constant Cs,
ttle fiIter~wigth A, and the filtered characteristic strain rate
IS = (25 Sji)¥/2. The sum convention is used in this pa-
per. The calculation of the SGS stress using the Smagorin-
sky model requires the setting of Cs. The simplest choiceis
a constant positive Cg value. However, there are two main
problems associated with the use of a constant Cs. First,
a constant Cg turned out to be inappropriate to accurately
calculate, for example, laminar flows, transitional flows and
near-wall regions. Second, the Smagorinsky model cannot
account for backscatter of energy from the small scales to
large scales, which requires negative Cs values.

Many dynamic LES methods were presented over the
last two decades. Thus, there is the question of which dy-
namic method should be preferred. The goal of this paper
is to provide evidence that the dynamic SGS stress models
proposed by Heinz (2008) have significant advantages com-
pared to usualy applied dynamic SGS stress models. The
performance of dynamic SGS models obtained via stochas-
tic analysis will be investigated here in terms of turbulent
channel flow simulations and turbulent Ekman layer simu-
lations (Heinz & Gopalan, 2012; Kazemi, 2014). Two other
dynamic models will be applied for comparisons, the sta-
bilized DSM, which is used in many applications of LES,
and Wang-Bergstrom’s dynamic model (WBDM) (Wang
& Bergstrom, 2005), which represents an extension of the
DSM. After abrief introduction of models, the performance
of the new dynamic models will be highlighted in the fol-
lowing three sections. Conclusionswill be presented finally.



REALIZABLE DYNAMIC LES SGS MODELS

The LES modeling approaches applied bel ow are based
on the incompressible Navier-Stokes equations for filtered
velocities [ (i = 1,3),
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Here, D/Dt = 9/dt + Uxd/dx denotes the filtered La-
grangian time derivative, p is the constant mass density,
P = p+ 2k/3 isthe modified filtered pressure that includes
a contribution due to the SGS kinetic energy k = 7;/2.
§j = (9Ti/9x; + dU;/9x)/2 is the filtered rate-of-strain
tensor, v isthe constant kinematic viscosity, and Tidj refersto
the deviatoric part of SGS stresstensor 7. Thelast termon
the right-hand side of Eq. (2) reflects the Coriolis force ef-
fect, which isonly involved in the Ekman layer simulations
reported below. With respect to channel flow simulations,
the wall normal direction isxz (y). With respect to Ekman
layer simulations, the wall normal direction is x3 (2). Qi
refers to the rotation vector. The permutation symbol & j is
+1 for cyclic values of gk, —1 for anti-cyclic values, and
0if an index is repeated. The numerical grid with a filter
width A = (A1A2A3)Y/3 isused as LESfilter.

Equation (2) isunclosed as long as the deviatoric SGS
stress tensor z'idj is not defined. We will apply the usual

eddy-viscosity model for 7,
1} =-2uS§; = -2Cs0%§ ). )

The SGSviscosity v; isdefined viathe last expression. The
LES models described in the following subsections differ
by their different ways to define the model parameter Cs.

A dynamic method for calculating Cs offers many ad-
vantages. The model considered hereis the dynamic model
suggested by Germano (1992); Germano et al. (1991) com-
bined with the modification of Lilly (1992), which forms
the basis for many dynamic LES models,
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Here, Hjj and the Leonard stress tensor Ljj, which enters
Eq. (4) viaitsdeviatoric part Lf’j, are given by
Hij = 2(AT)?|SS| —2(A)(SIS), Lij =Gl; — Gl (5)

The overbar refers to the test filter operation, and AT isthe
test filter width. It is worth noting that both Hij and Ljj
are available in smulations. The combination of the SGS
model (3) with (4) for Cs will be referred to below as origi-
nal dynamic Smagorinsky (DSM) model.

Unfortunately, the original DSM usually cannot be ap-
plied in simulations. It leads to the appearance of large neg-
ative values of Cg, which imply computational instabilities.
To stabilize the DSM, we will apply Eq. (4) averaged along
cell faces,
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where (...) refersto alocal averaging over cell faces. In ad-
dition, the total viscosity v + v isclipped to zero whenever
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Figure 1. The standardized error e = [\E\/\Ldﬂz of the
DSM and LDM is shown in above for r = AT /A = 1 and
r = 2. Below, the LDM error is compared to the errors of
the nonlinear NDM and WBDM for r = 2.

it is negative. The combination of the SGS model (3) with
(6) for Cs will be referred to below as stabilized DSM.

As an aternative to the stabilized DSM, we aso con-
sider another dynamic LES model, which was derived on
the basis of stochastic analysis Heinz (2008); Heinz &
Gopalan (2012),

G LM ™
ST MM

Here, Lidj is defined according to expressions (5), and the
matrix M; is given by the expression

Mij = 2(AT)?[S|Sij. ®)

The combination of the SGS model (3) with (7) for Cs will
be referred to below as realizable linear dynamic model
(LDM). This model was used here without any averaging
or clipping of the dynamic coefficient.

The essential difference between Eq. (7) and the two
DSM modedls (4), (6) is that they are based on different
assumptions for the deviatoric Leonard stress Lidj. Both

DSM models assume Lﬂ- = —CgHij, whereas the LDM ap-
plies Lidj = —CsM;j. The expressions for Cs are implied
by the corresponding Lidj assumptions Heinz (2008); Heinz
& Gopalan (2012): by defining an quadratic error of Lidj
assumptions (which is implied by any setting of Cs) and
minimizing this error, one obtains Eqs. (7) and (4).

MODEL PERFORMANCE ANALYSES

A-priori channel flow analyses of the non-stabilized
DSM, WBDM, LDM, and NDM were used to study the
suitability of formulations of dynamic models. An analysis
of model errors showed very limited support for the model
assumption of the DSM approach. On the other hand, the
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Figure 2. Comparison of the PDF of Cs obtained for the DSM and LDM: (a) PDF, (b) PDF logarithm, wherer = AT /A = 2.

The PDFs were calculated for the horizontal sliceat y+ = 40.

model assumption used in the LDM has amuch higher level
of support: the correlation value rpyy = 0.5 obtained away
from the near-wall region is 2.5 times higher than the cor-
responding value r y = 0.2 obtained for the DSM (see Fig.
1). Ananalysis of correlation coefficients also showed that
the LDM provides consistently significantly higher correla-
tions than the DSM. Regarding the corresponding compari-
son of nonlinear dynamic models it is shown that the NDM
always provides dightly higher correlation values than the
WBDM, which represents an extension of Germano'’s dy-
namic concept.

A-priori channel flow analyses of the non-stabilized
DSM, WBDM, LDM, and NDM were a so used to study the
stability properties of dynamic models. Regarding theLDM
it was shown that the stochastic modeling concept provides
(without the use of any empirical clipping procedure) a nat-
ural clipping of dynamic constant values. The correspond-
ing DSM feature is very different: the probability of very
high positive or negative dynamic constant values can be
by two orders of magnitude higher than the corresponding
LDM probability for finding such dynamic constant values
(see Fig. 2). The relatively high probability for very high
negative dynamic constant values explains the DSM trend
to become computationally unstable. The comparison of
the NDM and WBDM shows that the structure of the PDFs
of dynamic constants involved is very similar. Thus, the
WBDM, which uses a dynamic model formulation in cor-
respondence to the DSM, is computationally stable. How-
ever, severa observations support the view that there is no
need for the introduction of the third dynamic constant in-
volved in the WBDM. It appears that this third dynamic
constant corresponds to the consideration of an additional
noise source in dynamic calculations. Backscatter studies
show that the DSM overpredicts the DNS backscatter in the
near-wall region, which promotes the development of com-
putational instabilities, whereasthe LDM backscatter is be-
low the DNS backscatter. The nonlinear NDM and WBDM
models provide a significant improvement compared to the
LDM, but such that their backscatter is below the DNS
backscatter. Thus, the NDM and WBDM are found to be
computationally stable.

MODEL APPLICATIONS: CHANNEL FLOW
The realizable dynamic stress models were applied to
turbulent channel flow in the following way. The domain

size (Lx x Ly x L) is taken to be (27 2 i) according to
the DNS of Moser et al. Moser et al. (1999). All sm-
ulations were performed for a friction Reynolds number
Re;r = u;6/v = 395. Here, u; = /mw/p isthefriction ve-
locity, Ty refers to the wall shear stress, and 6 is the half
channel width. This Reynolds number was chosen to enable
efficient DNS of aflow that is not significantly affected by
Reynolds number effects.

DNS and LES were performed by using the Open-
FOAM CFD Toolbox (2009). The dynamic LES models
have been implemented inside the OpenFOAM CFD Tool-
box. The calculations have been performed by using a
finite-volume based method. The convection term in the
momentum equation was discretized using a second-order
central difference scheme. The pressure gradient that drives
the flow in the channel has been adjusted dynamically to
maintain a constant mass flow rate. The PISO algorithm
was used for the pressure-velocity coupling Issa (1986).
The resulting algebraic equation for al the flow variables
except pressure has been solved iteratively using a precon-
ditioned bi conjugate gradient method with adiagonally in-
complete LU preconditioning at each time step. The Pois-
son equation for the pressure was solved using an alge-
braic multi-grid (AMG) solver. When the scaled residual
became less than 10-8, the algebraic equation was consid-
ered to be converged. Time marching was performed us-
ing a second-order backward difference scheme. The time
step was modified dynamically to ensure a constant CFL
number of 0.5. Periodic boundary conditions have been
employed along the streamwise and spanwise direction for
al the flow variables. Along the wall normal direction, a
no dip boundary condition was employed for the veloc-
ity and a zero gradient boundary condition has been used
for the pressure term. A uniformly distributed grid was
used along the streamwise and spanwise directions while
the grid was refined in the wall normal direction using a
hyperbolic tangent function. The DNS were performed on
agrid size of 384256« 256. A much higher grid resolu-
tion was used compared to the simulations of Moser et al.
Moser et al. (1999) (256« 193 x 192) because the current
study uses a lower-order finite difference scheme while the
simulations of Moser et al. used a spectral code. Based
on the recommendation of Gullbrand and Chow Gullbrand
& Chow (2003), the LES were performed on a grid size
of 81+ 64x81. This grid size was suggested by Gullbrand
and Chow Gullbrand & Chow (2003) to minimize the ef-



Figure3. Instantaneous streamwise velocity contoursat y*+ = 5 (left-hand side pictures) and y™ = 50 (right-hand side pictures)

obtained for the LDM (upper row) and DSM (lower row).

fect of numerical errors arising from second-order schemes.
Thenumerical grid with afilter width A = (AxAyA;) 3 was
used as LESfilter.

A-posteriori analyses of the stabilized DSM, WBDM,
LDM, and NDM were used to study the accuracy of these
dynamic methods. All the four dynamic models consid-
ered imply almost the same mean velocities and resolved
Reynolds stresses. Differences are found with regard to
instantaneous streamwise velocities. Due to the averaging
and clipping involved, the DSM simulates turbulence struc-
tures that are smeared out and merged to large-scale struc-
tures, this means the small-scale structure of turbulence is
not well represented (see Fig. 3). The LDM was shown
to represent a better choice than the DSM. The LDM in-
volves backscatter which enables an accurate representation
of small-scale turbulence, and it is capable of correctly rep-
resenting the typical streaky structures seen in the near-wall
region of wall-bounded flows. Both the NDM and WBDM
were found to provide predictions of instantaneous stream-
wise velocities that correspond to the LDM predictions.

A-posteriori analyses of the stabilized DSM, WBDM,
LDM, and NDM were aso used to study the cost of these
dynamic methods. The computational cost of al the dy-
namic models considered scale with the number of grid
points N in the same way. The relative cost ratio of dy-
namic models, which is independent of N, is given by
a=(1.000,1.043,1.068,1.101) for the LDM, DSM, NDM,
and WBDM, respectively. This result was obtained for N
ranging from 0.3 to 10.7 million grid points.

MODEL APPLICATIONS: EKMAN LAYER

The equations considered were made nondimensional
by using a characteristic velocity and length scale. With re-
spect to the Ekman layer we consider the geostrophic wind
velocity Ug and the Ekman layer depth & = (2v/f)Y/2,
where f refers to the Coriolis parameter. By using these
scaling variables we find the Ekman layer to be char-
acterized by the nondimensional Reynolds number Re =
Ugde/v. The Reynolds number determines the Rossby
number Ro=Uy/(f 6g) by therelation Re=2Ro. Giventhe
computationa requirements for performing DNS we con-
sidered a DNS at Re = 400. For this Re, the computational
DNS cost are still affordable. At the same time, the turbu-
lence is sufficiently developed such that turbulence models
can be tested: see Coleman et al. (1990), Marlatt (1994),
and Shingai & Kawamura (2002). DNS was performed for
a(268)2 domain on a192® grid, where § = u,/f. The LES
results shown below where obtained for the same domain
on a 962 grid.

The simulation were performed by using the Open-
FOAM CFD Toolbox (2009), an unstructured finite-volume
solver. The PISO algorithm was used for the pressure-
velocity coupling in the Ekman layer simulations. The re-
sulting algebraic equation for all the flow variables except
pressure has been solved iteratively using a preconditioned
bi conjugate gradient method with a diagonally incomplete
LU preconditioning at each time step. The convection
term in the momentum equation was discretized using a
second-order central difference scheme. The geostrophic
wind is maintained through the adjustment of the driving
pressure gradient in the momentum equation by the rela



Figure 4. Instantaneous velocity fluctuations U /u, at z" = 2.6 (first row) and z" = 87.6 (second row): negative regions are

colored. From left to right: DNS, LDM, and stabilized DSM.

tion 2Q x (Ug,0,0) = -V p/p. Here, Q = fk/2 refers
to the rotation vector, where the unit vector in z direction
is denoted by k. In the case of LES, the Coriolis force
and SGS viscosity are treated explicitly. The Poisson equa-
tion for the pressure was solved using an algebraic multi-
grid (AMG) solver. When the scaled residual became less
than 107, the algebraic equation was considered to be con-
verged. Time marching was performed using a second-
order Cranck-Nicolson scheme. Periodic boundary condi-
tions have been employed along the streamwise and span-
wise directions for all the flow variables. The non-dlip con-
dition is used on the bottom surface. At the top boundary,
adlip-wall condition was specified for the velocity and zero
gradient conditions for al other variables.

With respect to the mean flow it turned out that the
dynamic models considered perform very well without re-
vealing significant differences (Kazemi, 2014). Contours
of the instantaneous velocity fluctuations U in horizontal
planes z" = (2.6,87.6) are shown in Fig. 4 at tf =2.3.
The contour interval is A = 0.15. With respect to U fluc-
tuations at z" = 2.6, we see in DNS the typical long elon-
gated structures close to awall (Heinz & Gopalan, 2012).
These streaks are very long, they continue throughout the
whole domain. In contrast to channel flow we see atilting
of these structures, which is implied by the Coriolis force.
The LDM is capable of producing approximately the same
streaky structures seen in DNS. The stabilized DSM fea-
tures are relatively similar with the exception that the fine
scale structureis not so well resolved as given by the LDM
(we observe larger areas of positive and negative velocity
fluctuations). With respect to instantaneous velocity struc-
tures away from the wall at zm = 87.6, the DNS features
differ from those seen at zt = 2.6 by two facts. Firgt, the
tilting is stronger and in the opposite direction. Second, we
observe larger structures. The latter observation is a typ-

ical feature for turbulence away from the wall (the turbu-
lent eddies increase with a growing wall distance), which
is also seen in channel flow simulations (Heinz & Gopalan,
2012). Again, the LDM produces the same features as seen
in DNS. With respect to the stabilized DSM, there are clear
differencesto DNS. First, thereisno evidence for atilting of
instantaneous structures. Second, areas of positive and neg-
ative velocity fluctuations are much larger, this means the
fine scale structure of turbulence isincorrectly represented.

SUMMARY

The comparisons reported here support the view that
the LDM and NDM are based on a concept that is more ap-
propriate than the concept used for obtaining the DSM and
WBDM. An analysis of model errors shows very limited
support for the model assumption of the DSM approach. On
the other hand, the model assumption used inthe LDM hasa
much higher level of support: the correlation value obtained
away from the near-wall region is 2.5 times higher than the
corresponding value obtained for the DSM. Regarding the
LDM it was shown that the stochastic modeling concept
provides (without the use of empirical clipping procedures)
a natural clipping of dynamic constant values. The DSM
feature is different: the probability of very high positive or
negative dynamic constant values can be by two orders of
magnitude higher than the corresponding LDM probability
for finding such dynamic constant values. The relatively
high probability for very high negative dynamic constant
values explains the DSM trend to become computationally
unstable. The LDM and NDM account for backscatter, and
they are computationally stable without any modification.
Compared to the DSM and WBDM, respectively, the LDM
and NDM are computationally more efficient.



With respect to channel flow and Ekman layer appli-
cations, the analysis of LDM model features shows that the
LDM is much more effective than the stabilized DSM with
respect to the reduction of the range of negative Cs val-
ues. The LDM produces a mean velocity and stresses that
agree well with DNS data. It produces instantaneous vel oc-
ity fields that show the same fine scal e turbulence structures
close and away from the wall as seen in DNS. The effect of
grid variations correctly shows that a gradual grid coarsen-
ing leadsto agradual reduction of turbulent stresses. On the
other hand, the stabilized DSM predicts mean fields compa-
rably well as the LDM. However, the analysis of instanta-
neous velocity fields reveals significant disadvantages: the
stabilized DSM performance depends on the wall distance.
Close to the wall, the stabilized DSM produces acceptable
turbulence structures that agree, basically, with DNS. Away
from the wall, the stabilized DSM suffers from shortcom-
ings described at the end of the preceding section.

Overall, the following fact is surprising: the use of a
dynamic LES method represents a mean for correctly simu-
lating large-scale structures (means and stresses), but it does
not ensure a correct simultaneous simulation of small scale
structures. Thelatter isonly the caseif the dynamic method
isdesigned in consistency with arealizable stress model (as
given for the LDM). This conclusion has relevant implica-
tions. It means that a dynamic LES method does not have
predictive power in genera (such that it can be used with-
out evidence as an aternative to DNS to simulate moder-
ate Reynolds number flows). On the other hand, the results
reported here support the view that the LDM has such pre-
dictive power because large and small scale structures can
be correctly represented simultaneously. Evidence for the
conclusions will be presented in the talk by also including
dynamic LESresults of periodic hill flows at high Reynolds
numbers.
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