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ABSTRACT
A three-dimensional global stability analysis using

high-order direct numerical simulations is performed to in-
vestigate the effect of surface roughness with Reynolds
number (based on roughness height)Rek above and be-
low the critical value for transition, on the eigenmodes of
a Falkner–Skan–Cooke boundary layer. The surface rough-
ness is introduced with the immersed boundary method and
the eigenvalues and eigenfunctions are solved using an iter-
ative time-stepper method. The study reveals a global insta-
bility for the case with higher Reynolds number that causes
the flow in the non-linear simulations to break down to tur-
bulence shortly downstream of the roughness. Examination
of the unstable linear global modes show that these are the
same modes that are observed in experiments immediately
before breakdown due to secondary instability, which em-
phasizes the importance of these modes in transition.

INTRODUCTION
During the last decades, laminar-turbulent transition on

swept airplane wings has received considerable attention.
These flows, commonly known as the Falkner–Skan–Cooke
(FSC) boundary layers, have a constant free-stream veloc-
ity in spanwise direction and an accelerating/decelerating
velocity in streamwise direction, which causes the invis-
cid streamlines to be curved. In the inviscid region a bal-
ance between centrifugal and pressure forces exists, but in-
side the boundary layer, where the streamwise velocity de-
creases considerably, a force imbalance arises that gener-
ates a secondary flow called crossflow (Saricet al., 2003).
The crossflow component is perpendicular to the inviscid
streamline and found to be inflectionally unstable (Gregory
et al., 1955). The commonly observed transition route for
FSC boundary layers, at low free-stream turbulence, thus

involves triggering of this primary instability by sufficiently
large surface roughness that causes steady crossflow vor-
tices to develop. These are in turn sensitive to secondary
instabilities, that if triggered will lead to a very rapid break-
down to turbulence (White & Saric, 2005).

The specific transition scenario is ultimately deter-
mined by the disturbance environment and the boundary
layer receptivity,i.e. the mechanisms by which disturbances
enter into the boundary layer (seee.g. Tempelmannet al.,
2012 for boundary layer receptivity to surface roughness).
Regarding excitation of crossflow vortices, surface rough-
ness has been shown to be very efficient although sev-
eral parameters such as location, height and diameter of
the roughness impacts the final transition location (Radezt-
sky Jr.et al., 1999). For roughness deeply submerged in the
boundary layer, a roughness Reynolds numberRek based
on the height and undisturbed local velocity at the height
of the roughness may be used to characterize the local flow
conditions. While crossflow vortices have been found to
be convectively unstable (Wassermann & Kloker, 2002), re-
sults for two-dimensional boundary layers (von Doenhoff &
Braslow, 1961) suggest that there should exist a criticalRek
for which the disturbances introduced and eddies shed from
the roughness would be strong enough to bypass the natu-
ral transition route (described above for three-dimensional
boundary layers) and hence lead to an immediate break-
down to turbulence. Such phenomena could possibly arise
in the presence of a wake instability that would cause the
flow to be globally unstable.

Due to an intense research within the area, several stud-
ies have considered the susceptibility of crossflow vortices
to secondary instabilities (see the review by Saricet al.,
2003) as well as the global instability of leading-edge flows
and separation bubbles developing on airfoils (see the re-
view by Theofilis, 2011). However, there is to our knowl-
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Figure 1: Sketch showing the setup of the simulations.

edge no printed work considering the impact of different
roughness heights on the eigenmodes and eigenvalues of
the flow, as well as the possibility of a global instability for
a certain surface roughness. Recent advances in capabili-
ties of numerical simulations allow us to study this prob-
lem using a three-dimensional global stability analysis, by
which the flow is allowed to have three inhomogeneous spa-
tial directions. Specifically, we investigate the global modes
of a flow developing behind a three-dimensional roughness
element as the roughness height and thusRek is increased
from a sub-critical state characterized by laminar crossflow
vortices into a super-critical state with a developing tur-
bulent flow. The roughness Reynolds number is here de-
fined asRek = (u∗2

k +w∗2
k )1/2k∗/ν with u∗k and w∗

k being
local velocities1 at the roughness height,k. Also, the local
Reynolds number is defined to beReδ ∗ =U∗

∞δ ∗/ν , with δ ∗

being the local displacement thickness andU∗
∞ the stream-

wise free-stream component. All the quantities are non-
dimensionalized using the displacement thickness (δ ∗

0 ) and
the free-stream velocity (U∗

0 ) in the beginning of the box
(subscript zero). A schematic picture illustrating the setup
is shown in figure 1.

NUMERICAL METHOD
The study considers the time-dependent incompress-

ible Navier–Stokes equations subject to constant fluid prop-
erties,

∂u
∂ t

+u ·∇u =−∇p+
1

Reδ ∗
0

∇2u+ f (1)

∇ ·u = 0, (2)

where Reδ ∗
0

denotes the Reynolds number in the be-
ginning of the box. These equations are solved using
the DNS codenek5000 (Fischer et al., 2008) based
upon the spectral-element method (SEM) (Patera, 1984)
which provides efficient parallelization and high-order ac-
curacy. Withinnek5000 the equations are solved using a
Galerkin method, where the domain is discretized by Leg-
endre spectral-elements employingN + 1 Gauss-Lobatto-
Legendre (GLL) internal quadrature points andNth-order
Lagrange interpolation polynomials as base functions. Fol-
lowing the SEMPN −PN−2 discretization (Maday & Pat-
era, 1989), the pressure field is solved using Lagrange in-
terpolation polynomials of two orders less than the velocity
field, which isN = 7. The equations are advanced in time

1An asterisk (*) is used to denote dimensional quantities.

using a conditionally stable backward differentiation and
extrapolation scheme (BDFk/EXTk), employing an implicit
treatment of the diffusion term and an explicit treatment of
the convection term (Karniadakiset al., 1991). The order
of the time-stepping scheme is third order for the non-linear
DNS and second order for the linear Arnoldi runs.

The computational domain for the simulations consists
of a rectangular box with dimensions 420×20×25.14 (ex-
pressed in terms ofδ ∗

0 ). As initial condition and boundary
condition at the inflow, the FSC boundary layer solution is
used. The FSC solution is also used at the upper free-stream
boundary together with the additional feature that fluid can
exit across it. In the spanwise direction periodic conditions
are assigned and at the wall an ordinary no-slip condition
is used. At the outflow boundary, a stress-free condition is
employed. However, in order to damp out spurious waves
generated at the outflow, asponge region is added at the
downstream end of the box (last 70 units), where the flow
is forced towards FSC. The spanwise and streamwise ex-
tent of thephysical box thus becomes similar to those used
by Högberg & Henningson (1998). Inside the region where
the surface roughness is applied, a unit element length is
employed in wall-parallel directions and in the wall-normal
direction, an element length of 0.2 is used. Outside the
roughness-region the elements are stretched smoothly to-
wards the edges of the physical box according to hyperbolic
cosine, yielding a total number of 174174 spectral elements
and about 90 million GLL points.

Roughness implementation
The surface roughness is simulated through applica-

tion of an immersed boundary method (Peskin, 2002) ab-
breviated IBM. In IBM a volume force is applied inside
the region occupied by the obstacle to oppose the pressure
and shear forces generated by the fluid impinging upon the
surface, thus providing damping of the velocity and ap-
proximating the zero slip condition. The IBM exists in a
wide variety of forms and has been extensively employed
within simulations involving fluid-structure interaction (see
Peskin, 2002 for a list of references). Although the method
allows obstacles to be introduced in a fluid domain with
relative ease, it will only satisfy the no-slip condition ap-
proximately, and depending on the implementation respond
slowly to large velocity fluctuations thus making it unsuit-
able for highly unsteady flows.

The implementation chosen in this work involves a
cylindrical roughness and is similar to that used by Gold-
steinet al. (1993) in the sense that the coordinates of the
roughness coincide with the coordinates of the fluid and the
forcing function is proportional to the fluid velocity. The
force term is added to the right hand side of equation (1)
and is given by

f(x, t) =−Aχ(r,y)u(x, t) f (t), (3)

whereA is a scalar specifying the amplitude of the force,
χ is a mask function describing the region where the force
acts, andf is a function used to generate a smooth turn-
on in time (see Appendix for a detailed description). The
roughness element is placed in the beginning of the box,
centered atxc = 20.59, zc = 0 (see figure 1). The radius of
the roughness is held constant atr = 3 with a variable height
k.
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STABILITY ANALYSIS
The stability analysis consists of two steps. Follow-

ing the common perturbation decomposition (u = U+ u′)
a steady state base flow is first solved for, about which the
equations are linearized and the global eigenfunctions and
eigenvalues of a linear perturbation are computed.

Base flow
As a base flow for the stability analysis an FSC bound-

ary layer with saturated crossflow vortices is used (see Ap-
pendix for governing equations). As mentioned earlier, this
boundary layer is characterized by a constant free-stream
velocity in spanwise direction and favorable pressure gra-
dient in streamwise direction that causes the free-stream to
accelerate with downstream distance,

U∗
∞ =U∗

0

(
x∗

x∗0

)m

(4)

W ∗
∞ =W ∗

0 . (5)

The parameterm describes the acceleration of the flow
and is related to the Hartree-parameterβH = 2m/(1+m),
which can be thought of as a dimensionless pressure gra-
dient. The numerical parameter values used in this work
are similar to those used by Högberg & Henningson (1998),
i.e. inflow Reynolds numberReδ ∗

0
= 337.9, distance from

the leading edge to the beginning of the boxx0 = 354.0,
spanwise free-stream velocityW0 = 1.442 and acceleration
parameterm = 0.34207.

To obtain a time-invariant solution of the base flow in
the presence of the roughness element, the method of se-
lective frequency damping (SFD) is used. This method was
introduced byÅkervik et al. (2006) and forces the flow to-
wards a temporally low-pass filtered solution, by adding a
proportional forcing term to the right-hand side of equa-
tion (1),−χSFD(u−u). As a measure of convergence the
ℓ2-norm of the force amplitude inside the domain is used,
with the convergence criterionO(10−12).

Global modes and time-stepper method
By assuming a time independent base flowq, the gen-

eral initial-value problem reads

B
∂q′

∂ t
= A (q,Re)q′, (6)

where the perturbation vector isq′(x,y,z, t) =
(u′,v′,w′, p′)T . By retaining only the velocity com-
ponents of the perturbation, the global modes become
q̃′ = q̂(x,y,z)e−iωt , with the eigenfunctionŝq = (û, v̂, ŵ)T .
Upon applying a numerical discretization of the operators
B and A , equation (6) together with the global mode
assumption can be expressed as the generalized eigenvalue
problem

Aq̂ =−iωBq̂, (7)

in whichω ∈C so thatℜ(ω) gives the frequency of a given
mode andℑ(ω) the growth rate (ℑ(ω) < 0 damped mode,
ℑ(ω)> 0 amplified mode).

Due to the size of the computational mesh, solution of
equation (7) using direct methods would render the prob-
lem extremely expensive and the requirements for storing
the matrices tremendous. To overcome this, the eigenvalue
problem (7) is solved using the implicitly restarted Arnoldi
method (IRAM) from the ARPACK library (Lehoucqet al.,
1997). This method is based on an iterative time-stepping
algorithm where the matrices of the full system are pro-
jected onto a Krylov subspace whose rank is orders of mag-
nitude lower than that of the full system. This space is
spanned by snapshots that are separated by equidistant time
intervals and obtained by repeated application of an evolu-
tion operator. In order to avoid aliasing and for the eigen-
modes of the Krylov space to also be the eigenmodes of
the full system, temporal separation between the snapshots
must be chosen such that the dynamics of the full system
is captured. For a more complete discussion on the back-
grounds of the method, the reader is referred to Bagheri
et al. (2009), Theofilis (2011) and the references therein.
In the present study the size of the Krylov space ism = 250,
the snapshots are separated by 25 timesteps and the 50 most
unstable eigenmodes are solved with an iteration tolerance
of 10−6. The boundary conditions of the perturbation at the
inflow, outflow (sponge is retained) and free-stream bound-
ary are set to homogeneous Dirichlet conditions.

RESULTS
Non-linear direct numerical simulations

By simulating non-linearly the flow in a smaller do-
main with various roughness heights, the critical point
of transition is found to be located betweenk = 0.9 and
k = 1.1. These heights correspond to Reynolds numbers
Rek = 233.96 and Rek = 338.86 with shape parameters
d/k = 6.67 andd/k = 5.45, which are in line with the
transitional values reported by von Doenhoff & Braslow
(1961) for two-dimensional flows. To get an overview of
the frequencies present in the flow, a probe is positioned in
the super-critical wake at a distance 20.42 from the rough-
ness center. The frequency spectrum (figure 2) reveals the
presence of a highly amplified fundamental frequency to-
gether with its higher harmonics. The energy level of the
fundamental frequency (ω = 0.813) is much higher than
those of the harmonics, which suggests that this frequency
is strongly amplified by the roughness and thus important
in the onset of transition. The temporal evolution of the
fundamental frequency and its first harmonic (ω = 1.622)
recorded by the probe in the super- and sub-critical cases
are shown in figure 3. Clearly, the frequencies in the sub-
critical case after an initial transient period experience an
exponential decay with rate approximately 0.015 whereas
the corresponding frequencies in the super-critical case after
the transient phase grows and saturates at a constant ampli-
tude. The criticalRek at which transition due to roughness
occurs must therefore be encircled by these two heights.
The resulting three-dimensional flow fields are shown in fig-
ure 4.

Modal analysis
Given the frequency spectrum of figure 2, two sim-

ulations having different timesteps (dt = 7.5 · 10−3 and
dt = 3.75·10−3) and thus different CFL-numbers (approx-
imately 0.3 and 0.15) are performed. The temporal separa-
tion between the snapshots of the Krylov space is chosen to
yield approximately 20 respectively 40 samples in the pe-
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Figure 2: Frequency spectrum in the roughness wake,
k = 1.1.

time

P
S

D

0 100 200 300 400 500 600 700 800 900
10

−15

10
−10

10
−5

10
0

Figure 3: Temporal evolution ofω = 0.813 for super-
critical (–) and sub-critical (–) roughness, as well as
ω = 1.622 for super-critical (–) and sub-critical (–)
roughness.

(a) Sub-critical roughness,k = 0.9.

(b) Super-critical roughness,k = 1.1.

Figure 4: Streamwise component of flow developing
behind the roughness. Velocity contour corresponds
to u = 0.3 and cross-sectional planes are positioned at
x = 150,245,350.

riod of ω = 1.622, and the resulting eigenvalues are shown
on the right and left half-planes of figure 5 (eigenvalues and
eigenfunctions appear in complex conjugate pairs, requiring
only half the spectrum to be plotted). Since the number of

snapshots in both cases should be sufficient to resolve the
dynamics of the system, no aliasing (Bagheriet al., 2009)
is expected in either of the runs. Comparison of the eigen-
value spectrum from the two simulations reveals a slight
dependancy on the CFL-number which becomes more pro-
nounced for higher frequencies. Although the main fea-
tures remain unchanged between the two runs, the results
corresponding to the lower CFL-number has more distinct
eigenvalue branches which would indicate these to be more
accurate than the spectrum corresponding to higher CFL-
number. The remaining part of this section will hence con-
sider the results corresponding to CFL≈ 0.15.

Depending on energy production mechanism, eigen-
modes may be classified as eithery-modes or z-modes (Ma-
lik et al., 1999) with y-modes being spatially confined to
the overturning top region of the crossflow vortex and the
z-modes being located on the upwelling frontal region. To
clarify which of the eigenvalues correspond to which family
of modes, the eigenvalues appearing in figure 5 have been
colored such that red marks indicate z-modes, blue marks y-
modes, magenta marks low-frequency modes, green marks
stationary modes and black marks modes that cannot be
clearly classified into either category. As such, it is seen that
the modes appearing in the super-critical case are z-modes
(figure 6a) and y-modes (figure 6b), with the mode having
the highest growth rate being a z-mode. The frequencies
corresponding to the two most unstable modes areωr =
0.8251 andωr = 0.8095, which are in very close agreement
with the frequency obtained from the DNS (ω = 0.813).
For the sub-critical case, the least stable mode is a station-
ary mode having zero frequency (figure 6c). In addition to
these and the z-modes, a low-frequency mode having fre-
quencyωr = 0.0688 (figure 6d) is observed.

The eigenvalues marked in black correspond to eigen-
functions containing structures of both z- and y-modes (see
figure 6e) with those having lower frequency featuring a
more pronounced location towards the upwelling region of
the vortex and those having higher frequency being located
towards the overturning region. This shows that the shape
of the eigenfunctions changes rather continuously from z-
modes to y-modes with increasing frequency.

DISCUSSION AND CONCLUSIONS
A fully three-dimensional global stability analysis has

been carried out using direct numerical simulations and an
iterative time-stepper method based on the Arnoldi algo-
rithm. The study is likely to be the first of its kind for the
flowcase, and reveals a global instability as the roughness
height (andRek) is increased from a sub-critical to a super-
critical state.

The results of the sub-critical case verify the convective
instability of the crossflow vortices found by Wassermann
& Kloker (2002) and the least stable mode turns out to be a
stationary mode. The z- and y-modes that become unstable
in the super-critical case are in line with what is observed
in experiments studying the breakdown due to secondary
instability (White & Saric, 2005), where high-frequency
modes qualitatively resembling either figure 6a or 6b are al-
ways observed to precede breakdown to turbulence. Results
from previous studies along with the present modal analy-
sis emphasize the importance of these modes for transition
on swept wings. Furthermore the present results indicate
which modes are most important to damp in flow control.
Interesting is also to note the continuous shift from z- to
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Figure 5: Eigenvalues. Right half (CFL≈ 0.3): Super-
critical (◦), sub-critical (⋄); left half (CFL≈ 0.15):
Super-critical (∗), sub-critical (×). Color-coding: z-
modes – red, y-modes – blue, low-frequency modes
– magenta, stationary modes – green, unclassified
modes – black.

(a) Most unstable mode (z-mode), super-critical rough-
ness.

(b) Most unstable y-mode, super-critical roughness.

(c) Least stable mode (stationary), sub-critical rough-
ness.

(d) Low-frequency mode, sub-critical roughness.

(e) Mode containing structures of both z- and y-modes,
super-critical roughness.

Figure 6: Streamwise component ( ˆu) of a selection
of eigenmodes viewed in thexy-plane (CFL≈ 0.15).
Negative values are colored in blue, positive in red,
base flow contours are shown in black.

y-modes that takes place with increasing frequency.
Forcing of the roughness using IBM works well in

the present case and provides damping of the velocity
in the roughness center toO(10−4) for the streamwise

and O(10−5) for the spanwise and wall-normal compo-
nents. Although the geometrical flexibility of the SEM-
code would allow the roughness to be meshed and the
roughness representation hence to be more accurate, utiliz-
ing a direct forcing method can be a good way of decreasing
the computational cost and is an important method to con-
sider when performing expensive large-scale simulations.

This work furthermore highlights the sensitivity of this
type of studies to both temporal and spatial resolution. Al-
though the timestep in all performed simulations is far be-
low the critical one for the time-stepping scheme, the details
of the eigenvalue spectrum appears to be sensitive to this pa-
rameter (CFL-number). This could be an indication that the
flow is marginally resolved in space (Peplinskiet al., 2012)
and would therefore suggest an increase in polynomial or-
der. However, such changes would drastically increase the
cost of the simulations as the time per timestep is known
to increase quadratically with polynomial order (N) and the
stability analysis usingN = 7 (∼ 90 million grid points)
lasted on average 5 days with 2048 cores.
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APPENDIX
FSC boundary layer equations

The similarity solutions of Falkner & Skan (1931)
and Cooke (1950), subject to boundary conditions
f = f ′ = g = 0 atη = 0 and f ′ → 1, g → 1 asη → ∞, read

f ′′′+ f f ′′+βH(1− f ′2) = 0, (8)

g′′+ f g′ = 0. (9)

These equations are derived from Prandtl’s boundary layer
equation (see Schlichting, 1979) and are solved with
shooting method using Newton–Raphson and fourth-order
Runge–Kutta. By defining a stream functionψ∗ and a di-
mensionless wall-normal coordinateη ,

ψ∗ =

√
2

m+1
x∗U∗

∞ν f (η), u∗ =
∂ψ∗

∂y∗
, v∗ =−∂ψ∗

∂x∗
(10)

η = y∗
√

m+1
2

U∗
∞

νx∗
, (11)

the final base flow components can be written as

u =U∞ f ′, (12)

v =
1
2

√
2

m+1
U∞
x

1
Reδ ∗

0

[
(1−m) f ′η − (1+m) f

]
, (13)

w =W∞g. (14)
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Roughness forcing functions
The mask functionχ(r,y) varies continuously in the

interval [0,1] and is unity inside the roughness with radius

r0 and heightk, wherer =
(
(x− xc)

2+(z− zc)
2
)1/2

. To
diffuse the discontinuity introduced by the boundary, the
value decreases smoothly to zero inside a smoothing region
of width s = 0.4 right outside the roughness. Equation (15)
and the accompanying figure 7 illustrate the shape of the
roughness.

χ(r,y) =





0, y ≥ (k+ s),

r ≥ (r0+ s)

0.5
[
1+cos

(
r−r0

s π
)]

· k < y < (k+ s),

0.5
[
1+cos

(
y−k

s π
)]

r0 < r < (r0+ s)

0.5
[
1+cos

(
r−r0

s π
)]

, y ≤ k,

r0 < r < (r0+ s)

0.5
[
1+cos

(
y−k

s π
)]

, k < y < (k+ s),

r ≤ r0

1, y ≤ k,

r ≤ r0.

(15)

The functionf (t) used to smooth the roughness in time
is given by

f (t) = S(−t/tscale) (16)

S(x) =





0, x ≤ 0

1/
[
1+exp

( 1
x−1 +

1
x

)]
, 0< x < 1

1, x ≥ 1.

(17)
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