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ABSTRACT 
In the present study, a large eddy simulation, at 

conditions of experiments by Vattenfall, was performed in 
order to investigate the phenomenon of turbulent mixing 
affecting the thermal fatigue in a T-junction. Particular 
attention is paid to the effect of RM  on the flow 
characteristics in a T-junction. To do so, two different 

RM ‘s (0.114 and 1.04 corresponding to wall jet and 
impinging jet) are considered. 

To investigate the turbulence characteristics related to 
the thermal fatigue phenomenon, the mean and rms 
streamwise velocity distributions are examined. Also, the 
frequency characteristics which are known to be one 
important parameter for thermal fatigue are seen. The 
dominant frequency scaled with the bulk property in the 
downstream region of the junction shows an increased 
trend with respect to RM . 

 
INTRODUCTION 

The problem of thermal fatigue is frequently 
encountered in many thermo-hydraulic systems such as 
combustion engines, turbines, exhaust systems, reheat 
systems and so on because it plays an important role on 
the lifetime of pipe systems. Therefore, many studies have 
been conducted to understand the thermal fatigue 
phenomenon (Metzner and Wilke 2005).  

The thermal fatigue mainly occurs in the pipe systems 
where two flows with different temperatures mix together. 
Especially, a T-junction is one of the typical components 
with a considerable potential of thermal fatigue (Chapuliot 
et al. 2005; Hu & Kazimi 2006; Lee et al. 2009). The T-
junction configuration consists of two pipe systems 
intersected perpendicularly, and they are called main and 
branch pipes. In T-junction configuration the two 
freestreams with higher and lower temperatures mix and 
then induce thermal fatigue generated by the temperature 
change in the wall, which is known as the main source of 
the structural damage of T-junction. Therefore, many 
efforts have been done to understand how two streams in 
the T-junction mix.  

Inside the T-junction the mixing of the main and the 
branch flows creates the complex turbulent structure. 
Previous studies (Westin et al. 2008; Walker et al. 2010) 

have shown that the T-junction problem cannot be 
accurately predicted by RANS- or URANS-based 
simulation approaches. As a similar example, in terms of a 
jet in crossflow similar to T-junction, it has been reported 
that RANS calculations provides a reasonably good 
prediction of mean velocities but a poor prediction of 
turbulence intensities  while LES is shown to accurately 
predict both the mean velocities and turbulence intensities 
(Muppidi & Mahesh 2007; Yuan et al. 1999; Schluter & 
Schonfeld 2000). On the other hand, the thermal fatigue 
problem is basically unsteady phenomenon so the inherent 
ability of DNS and LES techniques to handle temporal 
unsteadiness, which is different from RANS turbulence 
model, is also one of the main advantages in investigating 
the problem. Therefore, more accurate numerical 
simulation techniques such as DNS and LES are regarded 
as a promising tool to investigate the T-junction problem. 
In DNS, all the turbulence motions are resolved in the grid 
level, so if possible DNS is the best choice in predicting 
the given turbulence problem. However, it does not seem 
to be possible to take DNS approach in this study because 
based on the previous study (Fukushima & Fukagata 
2003; Re=103, N=570,000~2,110,000), the number of grid 
point required at Reynolds number of about 105 is to be 
almost 0.6~1.8 billion due to 4/3Re/ »Lh  ( h : 
Kolmogorov scale, L : characteristic length scale). 
Therefore, between the two techniques (DNS and LES) 
LES is seen to be a feasible approach from a viewpoint of 
the current Computing power.  

Therefore, in the present study, a large eddy 
simulation is performed to investigate the mixing 
phenomenon related to the turbulent flow in a T-junction. 
According to Hu & Kazimi (2006), the flow type 
considered in this study can be classified into three kinds 
depending on the momentum ratio of the entering flows, 
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Figure 1. Vattenfall T-junction configuration. Here, 
subscrpits m and b mean the main and branch pipes, 
respectively. The ratio of main and branch pipe diameter 
is Dm/Db=1.4. 

 
Recently, Kim and Jeong (2012) investigated the 

turbulence characteristics inside a T-junction for the 
deflecting jet case ( 04.1=RM ), and provided useful some 
information on the thermal fatigue. In this study, 
extending Kim and Jeong’s study the turbulence 
characteristics for the wall jet and impinging jet cases 
would be investigated. In Sec. 2, the problem which we 
would treat in this paper is described; the numerical 
method is outlined in Sec. 3; Sec. 4 contains results and 
Sec.5 a conclusion.  

 
 

PROBLEM DESCRIPTION 
In this section, the T-junction configuration 

considered in this numerical study will be described. In 
the present study, the T-junction configuration is taken 
from the experiment performed at Vattenfall Research and 
Development Laboratory at Alvkarlevy, Sweden (Smith et 
al. 2013). The details of the T-junction configuration are 
given as shown in Fig. 1.  

According to Hirota et al. (2008), the velocity 
distributions measured under the isothermal condition 
agreed with those obtained with Th=60oC and Tc=12oC, 
suggesting that the buoyancy effect on the mixing is 
negligibly small. The temperature difference reported in 
the Vattenfall experiment is less than that in Hirota et al. 
(2008). So, the buoyancy effect could be considered to be 
negligible.  
 
 
NUMERICAL DETAILS 

The governing equations considered in this study are 
as below. 
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where iu , p  and q are the filtered velocity component, 

filtered pressure and filtered temperature, and ijt and jq  

are the subgrid-scale stress and subgrid-scale heat flux 
which should be modeled by using subgrid-scale model  

 
Figure 2. Grid system used in this study. 

  
(SGS model). In Eqs. (1)-(3), the temperature field is 
treated as the passive scalar. This separation of the 
velocity and temperature fields taken in this study is 
supported by the result of Hirota et al. (2008) mentioned 
in the above.  

In Eqs. (1) and (2), if  and q  are the momentum 

forcing and mass source/sink. Also, h  is the heat 
source/sink. They appear in the governing equations 
considered because the immersed boundary (IB) method 
developed by Kim et al. (2001) and Kim and Choi (2004) 
is taken in this study to efficiently represent T-junction in 
a simple Cartesian mesh. The IB method is known to have 
advantages in mesh generation and computational time 
efficiency as compared to the unstructured grid approach 
because it can handle complex geometry in framework of 
Cartesian grid. The applicability and accuracy of the IB  
method to turbulent flows in various geometries have been 
validated in Park et al. (2006) and so on. The method of 
determining if  q , and  h  is fully described in Kim et al. 

(2001) and Kim and Choi (2004). 
In the LES, large energy-carrying structures are 

directly calculated while the smaller scales are modeled 
with a subgrid-scale model. In the present study the 
dynamic Vreman model (DVM) is adopted as the SGS 
model which is recently developed (Park et al. 2006). Also, 
for the temperature, the SGS model developed by Lee and 
Choi (2012) is taken. The performance of subgrid-scale 
models used in the present study has been confirmed by a 
priori and a posteriori tests for various turbulence flows 
(e.g. forced isotropic turbulence, turbulent channel flow, 
flows over a circular cylinder and a sphere; see Park et al. 
2006, and Lee and Choi 2012).  

The basic computational details for this study are as 
follows. The time integration scheme considered in this 
study is based on the fractional step method, and is 
composed of the second-order accurate Crank-Nicolson 
method for the diffusion terms in the momentum and 
energy equations and third-order accurate Runge-Kutta 
method for the convection terms in their equations. As a 
result, Eqs. (1)-(3) are discretized as below. 
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(a) 

 
(b) 
Figure 3. Instantaneous spanwise vorticity contours on x-y 
plane: (a) wall jet; (b) impining jet. 
 

 
(a) 

 
(b)  
Figure 4. Time-averaged streamwise velocity at some 
downstream locations: (a) wall jet; (b) impining jet. Open 
circle; Kuczaj et al. (2010), Solid triangle; Westin et al. 
(2008). 
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where 
jj xxL ¶¶¶= /()() 2 , jj xuN ¶¶= /()() , iû  is the 

intermediate velocity, f  is the pseudo-pressure, tD  and 

 
k  are the computational time step and substep’s index, 
respectively. Here, if  and q  are defined inside the 
immersed body or on the cell containing the immersed 
boundary, and zero elsewhere. The grid points for the 
momentum forcing are located in a staggered fashion like 
the velocity components defined on a staggered grid. Also, 
the grid points for the mass source/sink are located at the 
cell centers like the pressure.  

Figure 2 shows the grid systems used in the present 
study. The number of the total grid points used in this 
study is approximately 15 million and the fluid region 
consists of approximately 9 million grid points. The grids 
are clustered near the pipe wall. In terms of the velocity 
boundary condition, simple Dirichlet type of uniform 
velocity profile is taken as the inlet boundary conditions 
for main and branch pipes. Also, The convective boundary 
condition is taken as the outlet boundary condition.  

In this study, we consider the wall jet and impinging 
jet cases with the ratio of bulk velocities from main and 
branch pipes ( bm UU / ) of 1.02 and 0.255, respectively. 

Each value corresponds to 04.1=RM and 114.0=RM . 
Also, the  Reynolds number based on the diameter and 
velocity in the branch pipe is 150,000 for both the cases.  

 
 

NUMERICAL RESULTS 
Figure 3 shows the instantaneous spanwise vorticity 

contours (z-component vorticity) for wall jet and 
impinging jet cases considered in this study. The 
coordinate adopted in this study is shown in Fig. 1. As 
shown in Fig. 3, near the junction two streams from the 
main and branch pipes are strongly interacted. As a result, 
complicated three-dimensional vortical structures exist 
downstream of the junction. The details of the interaction 
between the main and branch pipe streams differ from the 
wall jet and impinging jet. In the wall jet, due to relatively 
strong main pipe stream the vortical structures from the 
branch pipe move almost along the lower side as shown in 
Fig. 3(a). On the other hand, in the impinging jet, the 
vortical structures in the front side of the branch pipe 
stream impinge on the upper wall of the main pipe as 
shown in Fig. 3(b). Therefore, it is expected that the 
turbulence statistics in the lower and upper sides exhibit a 
different behavior in the wall jet and impinging jet. 

Figures 4 and 5 show the time-averaged streamwise 
component (x-directional) velocity profiles and rms 
streamwise velocity fluctuations, respectively, at four 
different downstream locations from the junction. To 
assess the accuracy of the present numerical simulation, 
the previous data are also included (Kuczaj et al. 2010 for 
numerical study, Westin et al. 2008 for experimental one). 
As shown in Figs. 4 and 5, the present results reasonably 
show good agreement with the previous data. As expected 
in Fig. 3, the details of the turbulence statistics are 
different with respect to RM . More discussion on the 
difference between two cases would be done later. 
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(a) 

 
(b)  
Figure 5. RMS streamwise velocity fluctuations at some 
downstream locations: (a) wall jet; (b) impining jet. Open 
circle; Kuczaj et al. (2010), Solid triangle; Westin et al. 
(2008). 

 
Figure 6. Distributions of rms streamwise velocity 
fluctuations along the centerline of main pipe. Open 
square; Frank et al. (2010), Open circle; Kuczaj and 
Komen (2010). 

 
Although near the junction the flow is quite different 

from the turbulent pipe flow, one can reasonably expect 
that far downstream of the junction the flow could recover 
the turbulent pipe flow. To investigate how the turbulence 
in the T-junction approaches into the fully-developed 
turbulent pipe flow, the variation of the rms streamwise 
velocity fluctuations along the centerline are presented in 
Fig. 6. For comparison, the value reported by Wu & Moin 
(2008) in their turbulent pipe simulation at Re=74,000 is 
included. Figure 6 shows that although the near evolution 
of the flow in the T-junction is different with respect to 

RM , the flow is seen to recover the fully-developed 
turbulent flow beyond x/Db~10 (x/Dm~8).  

To understand the near-wall turbulence characteristics 
related to the thermal fatigue, time-averaged streamwise  

 
(a) 
 

 
(b) 
Figure 7. Distributions of (a) time-averaged streamwise 
velocity and (b) rms streamwise velocity fluctuations 
along streamwise direction at y=-0.698Db. The velocity 
and velocity fluctuations are normalized with Ub. 

 
(a) 

 
(b) 
Figure 8. Distributions of (a) time-averaged streamwise 
velocity and (b) rms streamwise velocity fluctuations 
along streamwise direction at y=-0.698Db. The velocity 
and velocity fluctuations are normalized with Ubulk . 
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(a) 

 
(b) 
Figure 9. Distributions of (a) time-averaged streamwise 
velocity and (b) rms streamwise velocity fluctuations 
along streamwise direction at y=0.698Db. The velocity 
and velocity fluctuations are normalized with Ubulk . 
 
velocity and rms streamwise velocity fluctuations at y=-
0.698Db  (near the lower side) are shown in Figs. 7 and 8. 
The data shown in Figs. 7 and 8 are normalized with the 
velocity of branch pipe (Ub) and bulk velocity in the 
downstream region of the junction (Ubulk), respectively. As 
shown in Figs. 7 and 8, when the data are normalized with 
Ubulk, the results in the wall jet and impinging jet cases are 
reasonably collapsed in the downstream region. This fact 
is consistent with the result shown in Fig. 6. On the other 
hand, the negative velocities shown in Figs. 7(a) and 8(a) 
indicate clearly the existence of the separation bubble. The 
sizes of the separation bubble existing near the junction 
are similar in both cases. Also, in the front region of the 
bubble, the velocity fluctuations have their maximum 
value, which is consistent with the fact observed by Na 
and Moin (1998).  The maximum is larger in the 
impinging jet than in the wall jet. 

Figure 9 shows time-averaged streamwise velocity 
and rms streamwise velocity fluctuations at y=0.698Db  
(near the upper side). As expected in Fig. 3, the flow 
structures originated in the front part of the stream from 
the branch pipe can affect the turbulence statistics in the 
upper side. In the impinging jet, the structures in the front 
part impinge on the upper wall. Therefore, the turbulence 
fluctuations become larger in the impinging jet as 
compared to those in the wall jet as shown in Fig. 9. 

Based on the previous studies, the thermal fatigue is 
affected by the magnitude of the turbulent fluctuations as 
well as their temporal characteristics (Shibamoto et al. 
2008). To see the temporal characteristics of the 
turbulence structures, the power spectra of the streamwise  

 
Figure 10. Power spectra of the streamwise velocity at 
x=2.27Db, y=-0.698Db in the wall jet and impinging jet. 
 

 
Figure 11. Variation of Strouhal number in terms of MR: 
Solid circle; wall jet, Solid triangle; impinging jet. Open 
symbols are from previous studies. The data are obtained 
from Ming and Zhao (2012), Naik-Nimbalkar et al. (2010), 
Odemark et al. (2009) and Smith et al. (2013). 
 
velocity at x=2.27Db, y=-0.698Db is shown in Fig. 10. In 
the wall jet and impinging jet, the dominant frequencies 
normalized with velocity and diameter of the branch pipe 
are 0.15 and 0.6, respectively. When the dominant 
frequency is normalized with the bulk property in the 
downstream region of the junction, it shows an increased 
trend with respect to RM as shown in Fig. 11. For 
reference, the previous data are also included. Also, the 
contribution of high frequency components to the total 
energy becomes larger with RM  (see Fig. 10). As a result, 
this study shows that in the wall jet and impinging jet, the 
thermal fatigue would happen in a different way. 

 
CONCLUSIONS 

In the present study, a large eddy simulation, at 
conditions of experiments by Vattenfall, was performed in 
order to investigate the phenomenon of turbulent mixing 
affecting the thermal fatigue in a T-junction. Particular 
attention is paid to the effect of RM  on the flow 
characteristics in a T-junction. To do so, two different 

RM ‘s (0.114 and 1.04 corresponding to wall jet and 
impinging jet) are considered. 

To investigate the turbulence characteristics related to 
the thermal fatigue phenomenon, the mean and rms 
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streamwise velocity distributions are examined. Also, the 
frequency characteristics are seen. The dominant 
frequency scaled with the bulk property in the 
downstream region of the junction shows an increased 
tendency with respect to RM . As a result, this study 
shows that in the wall jet and impinging jet, the thermal 
fatigue would happen in a different way. 
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