
August 28 - 30, 2013 Poitiers, France

COH2D

TURBULENCE AND SCALAR TRANSPORT IN HEATED BOUNDARY
LAYERS WITH VISCOSITY STRATIFICATION

Jin Lee
Dept. of Mechanical Engineering

KAIST
291 Daehak-ro, Daejeon 305-701, Korea

Lee.Jin@kaist.ac.kr

Seo Yoon Jung
Advanced Reactor Development Institute
Korea Atomic Energy Research Institute

898-111, Daedeok-daero, Daejeon 305-353, Korea
syjung77@kaeri.re.kr

Hyung Jin Sung
Dept. of Mechanical Engineering

KAIST
291 Daehak-ro, Daejeon 305-701, Korea

hjsung@kaist.ac.kr

Tamer A. Zaki
Dept. of Mechanical Engineering

Imperial College London
Exhibition Road, London SW7 2AZ, UK

t.zaki@imperial.ac.uk

ABSTRACT
Direct numerical simulations (DNS) of turbulent

boundary layers over isothermally-heated walls were per-
formed to investigate the effect of viscosity stratification on
the turbulent and thermal boundary layer flows. An empir-
ical relation of temperature-dependent viscosity for water
was adopted. Based on the free-stream temperature (30◦C),
two wall temperatures (70◦C and 99◦C) were selected. In
the heated flows, the turbulence energy diminishes in the
buffer layer, but increases near the wall. The reduction in
turbulence kinetic energy in the buffer layer is accompanied
by smaller levels of Reynolds shear stresses and, hence,
weaker turbulence production. The enhanced turbulence en-
ergy near the wall is attributed to enhanced transfer of en-
ergy via additional diffusion-like terms due to the viscosity
stratification. Wall heating also results in increased scalar
flux in the sublayer. Large wall-normal gradients of U and
Θ lead to increased production in the scalar flux budget.

Introduction
For water flows, the reduction of fluid viscosity can

be readily achieved by wall heating, since the viscosity
of common liquids decreases with increasing temperature.
However, the effect of the gradual change in viscosity, i.e.
viscosity stratification, on boundary layer turbulence is not
clear. A number of studies in the literature were devoted to
numerical simulations of turbulent thermal shear flows in-
cluding, for example, the work of Kong et al. (2000) and
Li (2011). These efforts have focused on scalar transport,
and contributed to our understanding of turbulence struc-
tures including the velocity and temperature fluctuations in
flows with various thermal boundary conditions and at dif-
ferent Prandtl numbers. Based on their direct numerical
simulation of turbulent thermal boundary layers, Kong et
al. (2000) demonstrated the similarity between wall-normal
heat flux and the Reynolds stresses, which underlies the cor-
relation between the temperature and the streamwise veloc-
ity perturbation fields.

Previous simulations have demonstrated that the scalar

fluctuations and the scalar flux were increased with increas-
ing Prandtl number. These studies have assumed constant
fluid properties, in particular the fluid viscosity, or equiv-
alently the Prandtl number. We herein relax this assump-
tion and consider the case of temperature-dependent vis-
cosity, where the Prandtl number varies spatially within the
thermal boundary layer. One relevant study is the recent
work by Zonta et al. (2012) who performed DNS of heated
turbulent channel flow. They examined the effect of inho-
mogeneous viscosity and found that turbulence production
and dissipation of the wall-bounded flow were dramatically
changed. Their work did not, however, consider heating of
spatially developing flows.

Therefore the present study aims to examine turbulence
modification in response to wall heating of boundary lay-
ers with temperature-dependent viscosity. Direct numerical
simulations are performed at two values of the wall tem-
perature, Tw = 70◦C and 99◦C, which represent moderately
heated (MH) and strongly heated (SH) walls. Note that the
minimum viscosity above the heated wall is 50% of the free-
stream value for the MH case and 35% for the SH case. For
comparison, an isothermal configuration (T∞ = Tw = 30◦C),
herein referred to as unheated wall (UH), was also simu-
lated.

Simulation setup
In this study, the temperature-dependent viscosity of

the fluid is defined according to the Arrhenius-type viscos-
ity model for water (White, 2006):

ln
(

µ
µre f

)
= a+b

(
Tre f

T

)
+ c
(

Tre f

T

)2
, (1)

where the curve-fit values are a=-2.10, b=-4.45 and c=6.55
corresponding to Tre f =273K and µre f =0.00179 kg/m·s. In
order to quantify the effect of wall heating on viscosity vari-
ation only, density (ρ) and thermal diffusivity (α) were as-
sumed to be constant as set by the free-stream temperature.
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This assumption is appropriate for most common liquids,
such as water, since changes in viscosity are much more
significant than changes in density and in thermal diffusiv-
ity (Incropera and Dewitt, 1985). In effect, the current sim-
ulations address the forced convection problem, when the
ratio of Grashof to the square of the Reynolds number is
small, Gr/Re2� 1.

The Navier-Stokes, continuity and energy equations
for an incompressible flow with temperature-dependent vis-
cosity are written as:

∂ui

∂ t
+u j

∂ui

∂x j
=− ∂ p

∂xi
+

1
Reθin

∂
∂x j

[
νR

(
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∂xi

)]
, (2)

∂ui
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= 0, (3)

∂Θ
∂ t

+u j
∂Θ
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=
1

Reθin Pr
∂ 2Θ
∂x2

j
. (4)

The velocity components in the streamwise (x), wall-normal
(y) and spanwise (z) directions are u, v and w, respectively,
and p is the pressure. The non-dimensionalized tempera-
ture is defined as Θ=(T -Tw)/(T∞-Tw). Here, subscripts w
and ∞ denote variables at the wall and in the free stream,
respectively. The viscosity ratio νR is the ratio of the lo-
cal to the free-stream viscosity, ν(T )/ν∞. The Reynolds
number and Prandtl number in the governing equations are
Reθin(≡ U∞θin/ν∞) = 1,240 and Pr(≡ ν∞/α) = 5.4, re-
spectively. Here, α is the thermal diffusivity. The numer-
ical method for the solution of the governing equations is
summarized in Zaki et al. (2010), and was used previously
for DNS of both transitional and turbulent boundary-layer
flows.

In order to generate a realistic inflow for the main sim-
ulations, a precursor simulation of a transitional boundary
layer was performed. The setup of the auxiliary compu-
tation is similar to the simulations by Jacobs and Durbin
(2001). Instantaneous y− z flow data were extracted suffi-
ciently far downstream, at Reθ = 1,240, and applied as an
inflow condition in the main TBL simulations. The param-
eters of the main simulations are summarized in table 1.

Table 1. Parameters of the direct numerical simulations.

Tw[◦C] T∞[◦C]

Strongly heated (SH) 99 30

Moderately heated (MH) 70 30

Unheated (UH) 30 30

The size of the computational domain is Lx=400θin,
Ly=60θin and Lz=80θin. The number of grid is 4097 × 385
× 1281 in all cases. Isothermal heating is applied down-
stream of the inlet. At the end of the streamwise domain, the
Reynolds number of the unheated case reaches Reθ =2,060.
A non-uniform grid distribution is used in the wall-normal
direction, whereas uniform grid spacing was used in the
streamwise and the spanwise directions. The computational
time step was ∆t = {0.025, 0.018, 0.015}θin/U∞ for the

unheated (UH), the moderately heated (MH) and strongly
heated (SH) cases, respectively, and the total averaging time
was 1,800 θ in/U∞. The simulations were carried out using
2,048 cores (HECToR Phase 3, Cray XE6, Interlagos).

The convective outflow condition ∂ui/∂ t+c ∂ui/∂x=
0 was applied at the outlet of the main simulation, where c is
the local bulk velocity. The no-slip condition was imposed
at the bottom wall. Periodic boundary conditions were ap-
plied in the spanwise direction. At the top of the compu-
tational domain, the streamwise velocity was prescribed,
u = U∞, and the wall-normal velocity was evaluated from
the continuity equation, v =− d

dx
∫ Ly

0 udy.
In order to ascertain the reliability and accuracy of

the simulations, the velocity statistics for the unheated case
(Tw = T∞) are compared to the experimental data of Purtell
et al. (1981) and the numerical data of Wu and Moin (2010).
Good agreement with these datasets is demonstrated in fig-
ure 1(c). The mean scalar profile is compared to the cor-
relation by Kader (1981) for boundary layers, and show
favourable agreement (figure 2(a)). In addition, both the
mean and the root-mean-square of the scalar are compared
to the numerical simulations by Kawamura et al. (1998) for
channel flow since data is not available for turbulent bound-
ary layers at the same Prandtl number.

Turbulence statistics
The mean streamwise velocity normalized by U∞ is

shown in figure 1(a), at x/θin=275. At the same physical
location, the mean velocity increases beneath y/δ ≈ 0.4 as
wall-temperature increases. Near the boundary layer edge,
the velocity is almost identical in all cases. This is quali-
tatively consistent with previous studies which describe an
increase of the laminar base-flow velocity profile near the
heated wall (Wall and Wilson, 1997). Turbulence intensities
and Reynolds shear stress normalized by U2

∞ are shown in
figure 1(b). As the wall-temperature increases, all compo-
nents of the turbulence intensity decrease in the buffer layer
where the peak of u′u′ is located, and all the way to the
boundary layer edge. The wall-normal location of the peak
position moves towards the wall. The trend of weaker turbu-
lent fluctuations is prevalent in all the velocity components
and in the Reynolds shear stress. However, as shown in the
inset of figure 1(b), u′u′ is increased in the near-wall region.
This results from the downward shift of the peak position.
The decreased Reynolds stresses are qualitatively consistent
with results of turbulent channel flows with variable viscos-
ity: Zonta et al. (2012) reported that the decreased turbu-
lence intensities result from a stabilizing effect by the low
viscosity near the heated wall.

The mean streamwise velocity is shown in figure 1(c)
normalized by uτ . It should be noted that here we adopt
the modified inner length-scale, lν = ν̄(x,y)/uτ , based on
the local mean viscosity ν̄(y) and the wall friction veloc-
ity. Whereas the length scale of the isothermal flow is con-
stant, that of the heated flows decreases near the wall and in-
creases away from the wall. Near the boundary layer edge
(y/δ = 1), the local viscosity is identical among all cases
due to the thin thermal boundary layer thickness at high Pr.
The standard law of the wall is also plotted in the figure.
At the log-layer, when the wall is heated, the profiles are
shifted upward from the unheated state with the same incli-
nation angle. The intercept B increases, while the angle is
identical. The thickness of the log-layer where the log-law
is satisfied is almost unchanged in all cases. However, the
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Figure 1. Profiles of (a) the mean streamwise velocity normalized by U∞ and (b) variance of turbulence intensities and the
Reynolds shear stress normalized by U2

∞. Profiles of (c) the mean streamwise velocity and (d) root-mean-square (rms) of
velocity fluctuations and the Reynolds shear stress normalized by uτ . All profiles are drawn at x/θin=275 (Reθ =1,840 for
Tw = T∞).

thickness of the sublayer where the linear law is satisfied
is decreased with increasing wall temperature. Figure 1(d)
shows the root-mean-square (rms) of the velocity fluctua-
tions and the Reynolds shear stress. Although these quan-
tities decreased based on outer scaling (figure 1(b)), they
show better agreement regardless of the wall-temperature
when normalized by uτ . The agreement demonstrates that
the modified inner lengthscale is the appropriate scaling.

The mean scalar profiles are shown in figure 2(a) nor-
malized by the friction temperature, Θτ ≡− α

uτ

(
∂Θ
∂y

)
w

. The
wall-normal position on the abscissa is normalized by the
modified inner length-scale. The modified linear law for
the mean scalar, which is defined by Θ+

= Pr(y)y+v , is also
plotted in the figure. Note that the local Prandtl number
depends on the wall-normal distance due to viscosity strat-
ification, unlike previous studies of passive scalar transport
in isothermal turbulent boundary layers. Thus, as the fluid
temperature is increased due to proximity to the heated wall,
Pr(y) is decreased and the mean scalar is reduced. In ad-
dition, the mean scalar profile is decreased throughout the
boundary layer due to the higher friction temperature (Li,
2011). This accounts for the lower scalar profile in the wake
region for the heated flows, even though Pr(y) has reached
the reference value. The rms of the scalar fluctuation is
shown in figure 2(b). Similar to the mean scalar profile,
increasing the wall temperature results in a decrease in the
rms of the scalar fluctuations.

Turbulence kinetic energy budget
Statistical analysis of DNS data yields all the terms in

the budget for the turbulence kinetic energy (TKE) explic-
itly. Such analysis can clarify the dynamical characteris-
tics of turbulence, for example the production, redistribu-
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Figure 2. Wall-normal distribution of (a) mean scalar
and (b) root-mean-square (rms) of scalar fluctuation at
x/θin=275 (Reθ =1,840 for Tw = T∞). Each profiles are nor-
malized by the friction temperature.

tion and dissipation of TKE. Since the viscosity is not con-
stant in the momentum equation, additional terms related
to the viscosity gradient and fluctuations must be evaluated.
The TKE equation for temperature-dependent viscosity is
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ery terms are normalized by U3
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given below:

∂
∂ t

(
1
2

u′iu
′
i

)
+C = P+Π+G+T +D+ ε +V S, (3)

where C is convection by the mean flow, P is production,
Π+G is velocity–pressure-gradient correlation, T is turbu-
lent transport, D is viscous diffusion due to the mean vis-
cosity profile and ε is dissipation (Pope, 2000). We have
herein decomposed the viscous diffusion and dissipation
terms into the contributions due to the effective viscosity,
D and ε respectively, and all other contributions due to vis-
cosity stratification. The latter terms are lumped into the
term VS (for details, see Lee et al., 2013). The budget for
the TKE, k ≡ 1

2 (uiui), is shown in figure 3, normalized by
U3

∞/θin. Statistical convergence was verified by ensuring

that ∂
∂ t

(
1
2 u′iu

′
i

)
was two orders of magnitude smaller than

the leading terms in the budget.
In the case of wall heating, the peak value of the pro-

duction is reduced and its wall-normal position also de-
creases. Since both the mean-shear rate and Reynolds-
shear-stress in the buffer region are reduced for the heated
wall, the reduced production is inevitable. Despite the de-
crease in the mean viscosity near the wall, the magnitude of
the dissipation term is increased in the case of wall heating.
It is evident from figure 3 that the magnitude of ε is rather
significantly increased for the heated wall. While viscous
diffusion is balanced by the dissipation at the wall for the
UH case, in the heated flow the dissipation balances the sum
of viscous diffusion and the additional VS terms. Above the
viscous sublayer (y+v > 5), the dissipation term of the heated
flow becomes smaller than that of the unheated case.

Since the magnitudes of the dissipation and the pro-
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Figure 4. Profiles of the Q2 (top) and Q4 (bottom) events
with viscosity fluctuation (ν ′) of the Reynolds shear stress
(−u′v′) at Ree f f

θ =1,840. Each profiles are normalized by
the free-stream velocity.

duction are most dominant relative to the other terms within
the viscous sublayer and in the buffer layer, respectively, the
kinetic energy produced in the buffer layer is transported to
the sublayer to maintain the energy balance (Pope, 2000).
The larger dissipation of the heated flow is consistent with
a more pronounced energy transfer, in comparison to the
unheated case. As a result, figure 3(b) shows enhanced vis-
cous diffusion in addition to the newly derived additional
VS term. The VS term is the second largest gain in the vis-
cous sublayer. Furthermore, the VS term is negative (loss)
near the production peak and is positive (gain) in the sub-
layer. Therefore, the VS term transports TKE towards the
wall similar to viscous diffusion due to the effective viscos-
ity.

Reynolds shear stress: ejections and sweeps
In addition to the streamwise and wall-normal velocity

fluctuations, the influence of viscosity fluctuations is also
considered in terms of contribution to the Reynolds shear
stress. The octant analysis for the Reynolds shear stress
is presented in figure 4, which shows contribution to the
Reynolds shear stress divided by the sign of u′, v′ and ν ′R.
Since Q1 and Q3 events remain inappreciably affected by
heating, only Q2 and Q4 events of the heated cases (Tw =
T∞ +40K and Tw = T∞ +69K) are shown in figure 4.

Since a lower-viscosity fluid is established near the hot
wall, it is conceivable that ejection events are mostly asso-
ciated with the upwards displacement of low-viscosity (hot)
fluid. This is illustrated in figure 4 where Q2 events consist
predominantly of the contribution due to low-viscosity (hot)
fluid motion. In the case of Q4 events, contributions of both
high- and low-viscosity fluid appear important. The former
are intuitive, and can be attributed to sweeps of outer fluid
(y/δ > 0.5 for the SH case). On the other hand, the dis-
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placement of low-viscosity fluid towards the heated surface
must be carefully interpreted. These events are identified as
ν ′R < 0 relative to the mean, or effective, viscosity which is a
smooth function in the wall-normal coordinate. Therefore,
they represent sweeps of instantaneously hotter fluid than
the mean. The net effect of wall heating on Q4 events is an
overall reduction in the contribution to Reynolds stress.

Thermal transport
In simulations of passive scalar transport, the velocity

field is unaffected by temperature. However, as shown in
the previous section, the velocity field of practical liquids is
changed owing to temperature gradients, via the changes in
viscosity. This can lead to changes in the scalar flux (u′iΘ′).
Note that the computation of the scalar field assumed con-
stant thermal diffusivity (α). In this section, the variation of
the scalar flux owing to the temperature-dependent viscos-
ity is investigated.

Profiles of scalar flux, u′iΘ′, are shown in figure 5. In
the outer scaling (figure 5(a)), both the streamwise and wall-
normal scalar fluxes are increased near the heated wall. The
profile of the streamwise scalar flux is essentially similar
to the streamwise velocity fluctuation shown in the inset
of figure 1(b). In the log-log plot (figure 5(b)), the pro-
files are normalized by Pr(y) and show a linear dependence
on y+v near the wall. The near-wall slope is 2 and 3 for
u′Θ′ and v′Θ′, respectively, which is the same as that ob-
served at constant viscosity, i.e. constant Pr, (Kong et al.,
2000). Although the near-wall slope is identical irrespec-
tive to the wall temperature, the near-wall value of u′Θ′
(v′Θ′) slightly increases (decreases) as the wall-temperature
increases. Unlike conventional simulations of the passive-
scalar transport, the present study shows variation of the
scalar flux due to the temperature-dependent viscosity. This
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implies that results from the passive-scalar transport could
be dissimilar to real fluids with large temperature gradients.

The transport equation for the scalar flux is given below
(Li, 2011):

∂
(

u′iΘ
′
)

∂ t
+CΘi = PΘi +ΠΘi +GΘi +TΘi

+DΘi + εΘi +V SΘi. (4)

The term V SΘi denotes the sum of all additional terms ow-
ing to the temperature-dependent viscosity. Physical mean-
ing of each term in the transport equation is the same as in
equation 3. Profiles of the scalar flux budget for u′Θ′ are
shown in figure 6. The budget of the wall-normal scalar
flux, v′Θ′, is not shown but is similar. The scaling of the
wall-normal coordinate by Li (2011) (Pr0.25y+) is modi-
fied to take into account the local Pr, i.e. Pr(y)0.25y+v . In
order to compare the effect of wall heating from identical
upstream condition, all terms are normalized by U2

∞/θin.
Here it should be noted that the dotted line in figure 6 is
the sum of the time derivative (∂ (u′Θ′)/∂ t) and the V SΘi
term. Since the time derivative should be zero in all cases,
the dotted line is mostly due to the additional V SΘi term.
Similarly to the TKE budget, the production term and the
viscous diffusion terms are the largest in the buffer layer
and the viscous sublayer, respectively. The peak value of
the production is increased for the heated flow. Here, the
production term for u′Θ′ is:

PΘ1 =−u′Θ′
∂U
∂x
− v′Θ′

∂U
∂y
−u′u′

∂Θ
∂x
−u′v′

∂Θ
∂y

. (5)
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The increase of the peak value results from the 2nd and 4th
terms in equation (5), since the remaining terms are negligi-
ble given the relatively small value of the mean streamwise
gradients in comparison to the wall-normal gradients. Even
though values of−v′Θ′ and−u′v′ are only slightly changed
in the sublayer and the buffer region for the heated flow,
those of ∂U/∂y and ∂Θ/∂y are largely increased in these
regions. The increased wall-normal gradients are mainly
responsible for the large production in the heated flow. In
the meantime, the viscous diffusion term is decreased and
the dissipation term is increased near the wall in the heated
flow. The changes in the viscous diffusion and the dissi-
pation are compensated by the V SΘi term. The rest of the
terms remain largely unchanged in the case of temperature-
dependent viscosity.

Summary and conclusions
Direct numerical simulations of turbulent boundary

layers with temperature-dependent viscosity were per-
formed to investigate the influence of wall-heating on
boundary layer flows. The fluid viscosity model was chosen
to represent water, i.e. lower viscosity at higher tempera-
ture, at atmospheric pressure. Based on the free-stream tem-
perature of 30◦C, two wall temperatures (70◦C and 99◦C)
were considered.

Profiles of velocity and scalar fields were presented
scaled by the modified inner length scale for the inhomo-
geneous viscosity. The log-law of the mean streamwise ve-
locity profile was shifted upward. The turbulence intensity
and the Reynolds shear stress were decreased in the heated
flows. In addition, both the mean scalar and scalar fluctu-
ation were reduced in the heated flows relative to the con-
stant viscosity configuration. The budget of the turbulent
kinetic energy demonstrated that the production term was
weakened in the heated flow, owing to the weaker Reynolds
shear stress. On the other hand, the near-wall dissipation
was increased despite the lower viscosity near the wall. In
addition, terms due to viscosity stratification were shown to
have an effect similar to viscous diffusion. It was concluded
that viscosity stratification leads to larger energy transfer to-
wards the wall from the buffer region, as compared to the
flow over the unheated wall.

The budget of the streamwise scalar flux showed
that the peak value of the production is increased for the
heated wall. The large wall-normal gradients of the mean
streamwise velocity and the mean scalar were mainly
responsible for the large production of the scalar flux in the
heated flow.
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