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ABSTRACT
A methodology for examination ofsuper-structuresin

a zero pressure gradient boundary layer at Reynolds number
of 10000 is presented. These structures are characterised
by a large degree of persistence and are thought to partic-
ipate actively to the turbulence regeneration in near-wall
region (Mathiset al., 2011). A time-resolved estimate of
the three-dimensional structure of these entities is obtained
by combining low-speed two-dimensional stereo-PIV (Par-
ticle Image Velocimetry) and a two-dimensional rake of
143 single hot-wire probes. The latter is used to animate
the PIV data, initially sampled at 4Hz, at a higher sam-
pling rate. This is effected using linear stochastic estimation
(LSE) with a multi-time delay formulation. The potential of
the methodology for eduction of the very large low-speed
streaks and the associated hairpin vortices is discussed.

Introduction
Evidence of identifiable structures in turbulent bound-

ary layers was brought from intensive studies in the last
decades. Initially, academic research focused mostly on the
near-wall region, allowing taxonomy of structures to be ob-
tained with large consensus for low to moderate Reynolds
numbers (Robinson, 1991), among which the near-wall
streaks (Smith & Metzler, 1983; Hamiltonet al., 1995)
or associated hairpin vortices (Theodorsen, 1952; Adrian
& Moin, 1988; Christensen & Adrian, 2001). A well-
established robust feature is the streaky structure initially
described by Klineet al.(1967) from bubble visualisations.
This is thought to play an essential role in the turbulent
self-sustained mechanism in the near-wall region (Stanislas
et al., 2008). At higher Reynolds numbers, accurate tur-
bulence measurements becomes increasingly difficult. The
near-wall boundary layer structure and the role of the under-
lying flow features become more controversial (Smitset al.,
2011). Further from the wall in the so-called log-region,
flow visualisations (Tomkins & Adrian, 2003) and multi-
point measurements (Blackwelder & Kovasznay, 1972) put
evidences of dominant structures with again identifiable
patterns but with dimensions of an order of magnitude
greater than their near-wall twins. These are usually re-
ferred asvery large scale motionsor super-structures. Their
existence was initially postulated by Townsend (1976) by
introducing the concept ofinactive motionto explain the
Reynolds-number dependence of turbulence quantities and
the absence of full similarity over the entire boundary layer

section. Theseinactive motionshave been first interpreted
as large eddies which can contribute to the shear stress at
large distances from the wall but not in the inner layer.

There is now strong evidences that these entities play
a crucial role in the near-wall flow dynamics where most
of turbulence is generated (Smitset al., 2011). They are
though to be responsible for the amplitude-modulation of
the inner-region (Mathiset al., 2011) by imposing their sig-
natures and therefore playing an active role in the near-wall
regeneration. Eduction and complete characterisation of
these structures in high Reynolds turbulent boundary lay-
ers remains experimentally and numerically not a simple
task although nowadays numerical simulations can reach
high enough Reynolds numbers to be nearly free from low
Reynolds number effect. Adrianet al. (2000) offered a de-
tailed description of the these structures as well as a con-
ceptual scenario for their organisation at moderate Reynolds
numbers. At high Reynolds numbers, the large scale struc-
tures are embedded into a very wide range of scales dis-
tributed from Kolmogorov microscale to the boundary layer
thickness. This makes there eduction not easily man-
ageable. To quantify this wide range of scales, Sirovich
(1989) suggests that the number of degree of freedom of the
flow dynamics is of order of Re9/4, where Re denotes the
Reynolds number. Even if this number is possibly far less in
most flows, it is manifest that strategies to reduce the overall
flow to its essential dominant features is necessary. Classi-
cal multi-point or multi-time statistics such as correlations
have been used in the past to characterise super-structures
in boundary layers (Kovasznayet al., 1970; Blackwelder &
Kaplan, 1976; Tutkunet al., 2009a). These remains how-
ever limited and do not allow a complete eduction. Due
to the extremely long streamwise extend of the structures,
velocity flow field measurements over a large region with
high spatial resolution are needed. Even with the more ad-
vanced PIV system this remains most of the time unafford-
able. Similarly, time-resolved spatially sparse multi-point
measurements used alone also offer a limited description of
these structures while the time-resolve description is neces-
sary to follow the entire dynamics of the structures. Accu-
rate eduction of these very large scale motions in the log-
region requires thus both time- and spatially-resolved de-
scription of the flow field. None of the today experimental
techniques or numerical capabilities canaloneanswer this
challenging task. An alternative is therefore to take advan-
tages of the different available experimental tools and re-
cent mathematical developments in order to reconstruct the
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Figure 1. Mean & RMS velocity profiles obtained by Car-
lier & Stanislas (2005). The region of the boundary layer
in the wall-normal direction covered in the current paper is
represented by the vertical dashed line. The (×) denotes the
location of the probes along a given comb.

space-time evolution of these super-structures.
To attain such an objective, we here combine highly

spatially resolved stereo-PIV measurements and multi-point
time-resolved velocity measurements obtained using a two-
dimensional rake of hot-wire probes. The linear stochas-
tic estimation (LSE) is used to compute a set of estimates
of the velocity field in the the two-dimensional PIV plane
with similar spatial resolution than that of the PIV and sim-
ilar time resolution than that of the hot-wire measurements.
While the LSE does not provide a model of the flow physics
it has been shown to capture the essential features of the
flow that are most correlated with given events (Adrian,
1994). It thus offers a way to reduce the number of degree
of freedom of the entire flow dynamics allowing manage-
able interpretation and eduction of flow mechanisms. In the
meantime, it offers the possibility to estimate time-resolved
velocity field from temporally sparse fields such as obtained
by PIV data.

Flow configuration & Experimental set-up
The flow examined is a zero-pressure gradient turbu-

lent boundary layer. The data are taken from the joined
experimental campaign conducted during the European
WALLTURB program in the large wind tunnel at Labora-
toire de Ḿecanique de Lille (LML). Details of the wind tun-
nel can be found in Carlier & Stanislas (2005). The reader
is reffered to Stanislaset al. (2009) for complete details of
the overall WALLTURB program.

The free-stream velocity is 5 m/s. Extensive descrip-
tion of the main flow properties (first and higher order mo-
ments profiles) has been provided in Foucautet al. (2010);
Coudertet al. (2011). Only the mean and RMS profiles
in the cross-section of investigation are here given in fig-
ure 1(a). With usual notations, they coordinates denotes the
distance from the wall,z the distance in the spanwise direc-
tion, andx the main flow direction. Superscript + denotes
wall-unit normalisation. At the investigated position, the
boundary layer thickness is 288 mm and the Reynolds num-

(a)

(b)

Figure 2. (a) View of the 143 hot-wires rake installed in
the wind tunnel. (b) Sketch of the hot-wire rake showing
the logarithmic distribution of the probes in the wall-normal
direction and the rake location relative to the SPIV measure-
ment plane.

ber Reθ based on the momentum thickness is 9830. From
previous experiments, the friction velocityuτ was estimated
to be 0.188 m/s.

The two-dimensional hot-wire rake, shown in fig-
ure 2(a), was designed and manufactured by the Institut
PPRIME (Poitiers, France). It is made of a total ofNh = 143
single wire probes located in ay− z plane normal to the
flow and distributed over 13 combs in the spanwise direc-
tion each made of 11 probes separated logarithmically in
both spanwise and wall-normal directions as shown in fig-
ure 2(b). The sensing wires are 0.5 mm long and 0.25µm
in diameter (11.8 and 0.006 respectively in wall units). The
first and last rows of probes are located 0.4 mm and 306.9
mm respectively from the wall (corresponding to 7 and
7365 wall-units respectively). More details on the anemom-
etry system and the calibration procedure can be found in
Delville et al. (2010) and Coudertet al. (2011). For the
present purpose, 534 blocks of 6s-long signals at a sam-
pling frequency offs = 30 kHz (corresponding to a sam-
pling interval∆t+ = u2

τ/( fsν) ≈ 0.29 with ν the kinematic
viscosity) are considered.

In combination, a stereo PIV (SPIV) system, fully de-
tailed in Coudertet al. (2011), is used to obtained the three
components, spatially resolved, of the velocity field at a low
repetition rate of 4Hz. The SPIV and hot-wire rake systems
are synchronised using an external clock. The SPIV covers
a 30×30 cm2 region parallel to the hot-wire rake (covering
the entire boundary layer thickness) and located 1cm (or
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240 wall units) upstream of the hot-wire rake as illustrated
in figure 2(b). The spatial resolution of the final velocity
field in both normal and spanwise directions is 2mm (or 48
wall units).

As shown in figure 2(a), the first two rows of the hot-
wires rake are located below the PIV plane. For this reason,
the corresponding hot-wires are not considered for the re-
construction method detailed further.

As discussed by Tutkunet al. (2009b), a blockage ef-
fect on the incoming boundary layer due to the hot-wire
rake has been observed and rigorously quantified. This was
found to be a potential effect with only little modification of
the boundary layer turbulence structure.

Linear Stochastic Estimation
Time-resolved reconstruction of the three components

of the velocity in the PIV plane with the same spatial res-
olution than that of the original PIV field is obtained using
the linear stochastic estimation technique. By this means a
linear approximation can be obtained for the conditional es-
timate of some quantity evaluated at pointx and timet given
a set of observables evaluated at pointsx′ = {x′1, ...,x′N}
and timest ′. In the present problem, the quantity to evalu-
ate comprises the three components of the velocityupiv =
{u1,u2,u3}(x, t) in the PIV plane, while the set of observ-
ables is the longitudinal velocity componentuh(x′, t ′) mea-
sured at theNh hot-wire probes. A multi-time formula-
tion for the linear approximation of the velocity component
ui(x, t) is used, such as used by Kerhervéet al.(2012). This
can be written as follows,

ûi(x, t ′) =
Nh

∑
k=1

ai,k(x)u
h(x′k, t

′+ τ(x,x′)) i = 1,2,3 (1)

whereai,k(x) denotes the unknown coefficient matrix re-
lating the conditional field and the observers, andτ(x,x′) a
time-delay evaluated between a pointx in the PIV plane and
hot-wire sensorx′. The coefficients are obtained by solv-
ing, for each pointx of the PIV grid and for each i-th ve-
locity component, a linear system of equations of the form
Ayi = bi (i=1,2,3), whereA∈RNh×Nh, yi ∈RNh, bi ∈RNh –
detailed expression may be found in Kerhervéet al.(2012)–
related to two-point correlations at specific time delays be-
tween conditional events and the observers.

The time delaysτ(x,x′) are defined as the retarded time at
which the maximum of correlations between PIV pointx
and HWA sensorx′ calculated for the longitudinal velocity
fluctuations occurs. The same time delays have been used
for the conditional estimate of the normal and spanwise ve-
locity components. This choice is discussed below.

Due to measurement errors, the linear systemAyi = bi is
generally badly conditioned such that its resolution by a di-
rect calculation of the inverse ofA would result in diverg-
ing solution for ˆui(x, t ′). The regularisation procedure sug-
gested by Cordieret al. (2010) and further applied by Ker-
herv́e et al. (2012) is here implemented. The solutionyi
of the system is calculated via a filtering of the singular ele-
ments of the matrixA following the Tikhonov regularisation
procedure.

Results
Evaluation of the quality of the estimate

The methodology described above is applied indepen-
dently for each of the three components of the velocity in
the PIV region. The hot-wire time-series are disseminated
such that the reconstruction is effected at a sampling fre-
quency of 1.5 kHz. Time histories of the conditional esti-
mateûx(x, t) at a selection of points closest to that of the se-
lected hot-wire sensors, are shown in figure 3. For each time
series reported here, the overall temporal dynamic is well
reproduced by the conditional estimate. While not shown
clearly in the figure, some slight time delay between the
conditional estimate and the hot-wire signal is noted. This
time delay corresponds to the separation distance between
the PIV plane and the hot-wire rake and depends on the lo-
cal convection velocity. A low-pass filtering of the original
data is somewhat observed, leading to a loss of energy in the
reconstructed signal such as depicted in figure 4(b) where
levels ofu+ = (u′2)1/2/uτ are reported. Due to the loga-
rithmic spacing of the hot-wire sensors, both in the span-
wise and normal directions, the loss of fluctuating energy
is amplified for points in the PIV region located between
the hot-wire probes. However, for these points, the conti-
nuity of the local dynamic is well conserved as illustrated
in figure 3 where time histories of the conditional estimate
at two PIV points located half way of two successive hot-
wire sensors in the normal direction are reported. The loss
of energy is in agreement with the observations made when
examining the PIV/HWA correlation coefficients, since the
reconstructed energy is directly linked to the level of corre-
lation between the conditional variables and the observers.
The loss of fluctuating energy must not be seen neither as
an error nor a loss of information: it represents a reduction
of the order of complexity of the original data, the initial
objective of the proposed methodology. To avoid the non-
homogeneous distribution of the turbulence energy of the
conditional field in the spanwise direction, the original hot-
wire velocity signals could have been first decomposed into
Fourier and POD modes in the spanwise and wall-normal
directions respectively. This may constitute a perspective
of the presented work but not the present objective.

To better quantify the order-reduction effect discussed
above, the spectral content of the conditional field is exam-
ined. Figure 3(b) compares energy spectra of the stream-
wise velocity component at selected points of the condi-
tional estimated field with that obtained from hot-wire time
signals. The spectra are averaged over the spanwise direc-
tion. The low-frequency filtering is manifest close to the
wall: as discussed above the most correlated events corre-
spond to the largest scales of the flow well characterised by
low wavenumbers. The LSE procedure therefore implies a
filtering of the lowest correlated events and leads here to an
eduction procedure of the scales remaining the most cor-
related between the PIV field and the plan formed by the
hot-wire rake, the largest scales of the flow (not necessarily
the most energetic ones) in which we are interested in.

Identification of very large low-speed streaks
A snapshot of the original PIV fluctuating velocity field

in the (y,z) plane is reported in figure 5(a). The stream-
wise component is shown as colormap while the vectors
give the spanwise and wall-normal fluctuating components.
The snapshot exhibits an expected complex dynamics em-
bedding low and large energetic events in a wide range of
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Figure 3. (a) Selection of time series of (dashed line) conditional estimatedlongitudinal velocity fluctuations compared with
that of (line) nearest hot-wire sensor. (b) Frequency spectra of (dashed line) the conditional estimated longitudinal velocity
fluctuations compared with (line) that obtained from hot-wire measurements.The PIV points are selected as the nearest from
that of the hot-wire sensors.
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Figure 5. Snapshot of the 3D velocity fluctuations in the(y− z) plane from (a) original PIV measurements, (b) conditional
estimates. The colormap gives the amplitude of the streamwise fluctuations while the other components are given by the vector
arrows. The red circles indicate location of rotating events. To help for thevisualisation, a factor of 5 is used in (b) for the
velocity vectors.
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Figure 6. Reconstructed streamwise low-speed fluctuationsu′/U∞ <−0.15 in a plane parallel to the wall located aty+ = 361
using the Taylor’s hypothesis with free flow velocity.

scales, also illustrating the high spatial resolution of the PIV
data. In the outer part of the boundary layer close to its
vicinity, mushroom-like events are identified (highlighted
by the circles) with counter-rotating vortices well captured.
These are typical event observed in the border of the bound-
ary layer with the free flow. Closer to the wall, while fluid
events with larger absolute fluctuations are observed, it is
more difficult to discern any events with well defined pat-
tern.
The conditional estimate of the same field at the same in-
stant is shown in figure 5(b). When examining first the
streamwise component, the overall structure of the original
PIV field is well recovered. The low-pass filtering is man-
ifest. The mushroom-like events identified in the original
field are somehow modified. Closer to the wall, a low-speed
fluid region (u′ < 0) surrounded by high-speed fluid (u′ > 0)
and a pair of counter-rotating vortices (highlighted by the
red circles) is now identifiable in a region where a wider
range of scales is observable in the original PIV data. This
event corresponds to low-speed fluid being ejected from the
wall with the presence of two counter-vortices on both side
of it: this has the expected topology of a low-speed super-

streak, such as described by Adrian (2007) among others,
and which is difficult to identify in the original PIV data
of figure 5(a) due to the blurring by smaller scales. Close
examination of successive snapshots reveal that the identi-
fied low speed regions remain persistent and relatively well
localised. Due to the high temporal resolution of the esti-
mated field, the velocity fluctuations in the streamwise di-
rection can be approximated using the Taylor’s hypothesis.
For simplicity, the velocity of the free flow is used as con-
vection velocity. This allows reconstruction of the veloc-
ity fluctuations to be observed in ax− z plane parallel to
the wall such as depicted in figure 6. The plane is here lo-
cated aty+ = 361(y/δ = 0.1) from the wall which roughly
corresponds to the region where maxima of low-speed fluc-
tuations are observed in figure 5(b). In figure 6, only lev-
els of fluctuationsu′/U∞ < −0.15 are shown for sake of
clarity. Streamwise extended structures are found with an
average extend of about 10δ . This is consistent with previ-
ous findings in the literature regarding the lifetime of these
structures (Carlier & Stanislas, 2005; Ganapathisubramani
et al., 2012). Such entities could not have been observed
with classical PIV systems. The methodology developed

5



August 28 - 30, 2013 Poitiers, France

COH1C

therefore offers the potential for capturing such structures
with perspective to better understand their role in dynamics
of flow.

The two counter-rotating vortices identified previously re-
main also well persistent while the low-speed fluid region
exists. Samples of snapshots are reported in figure 7 for dif-
ferent time steps. These have been extracted from long re-
constructed time sequence. The relative position of the two
vortices significantly changes with time but remains well at-
tached to the low speed streak. These may be associated to
the legs of a large hairpin vortex sitting on the streak such
as described by Adrian (2007) for example. Here again, the
methodology proposed offers the potential for extraction of
these entities which are known to play an active role in the
dynamics of the boundary layer. While extraction of such
structures is out of the scope of the present paper, the recon-
structed data constitutes a valuable database for future work
in the understanding of turbulence regeneration in boundary
layers.

Conclusion
Time-resolved estimate of high spatially-resolved PIV

data, initially sampled at 4 Hz, in a wall-normal plane of
a turbulent boundary layer is effected by means of lin-
ear stochastic estimation. Streamwise velocity fluctua-
tions recorded by a two-dimensional rake of single hot-wire
probes located downstream of the PIV plane are used as
observers. The current paper shows the potential of the
methodology proposed for eduction of large scale structures
and offers the opportunity for a deep examination of their
organisation.
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Figure 7. Conditional estimated field at different time steps. The red contours highlight center of vortical structures identified
by the criteria of Graftieauxet al. (2001) around the low-speed streak of interest.
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