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ABSTRACT
Results of a large-eddy simulation (LES) of a supersonic

turbulent boundary layer flow along a compression-expansion
ramp configuration are presented. The numerical simulation
is directly compared with an available experiment at the same
flow conditions. The compression-expansion ramp has a de-
flection angle ofβ = 25◦. The flow is characterized by a
free-stream Mach number ofMa∞ = 2.88 and the Reynolds
number based on the incoming boundary layer thickness is
Reδ0

= 132840. The Navier Stokes equations for compress-
ible flows are solved on a cartesian collocated grid. About
32.5× 106 grid points are used to discretize the computa-
tional domain. Subgrid scale effects are modeled implicitly
by the adaptive local deconvolution method (ALDM). A syn-
thetic inflow-turbulence technique is used, which does not in-
troduce any low frequency into the domain, therefore avoid-
ing any possible interference with the shock/boundary layer
interaction system. Statistical samples are gathered over1000
characteristic time scalesδ0/U∞. The numerical data is in
good agreement with the experiment in terms of mean surface-
pressure distribution, skin-friction, mean velocity profiles, ve-
locity and density fluctuations. The computational results
confirm theoretical and experimental results on fluctuation-
amplification across the interaction region. In the wake of the
main shock a shedding of shocklets is observed. Results show
the development of Görtler-like vortices in the reattachment
region. The LES provide a reliable and detailed flow informa-
tion, which helped to improve considerably the understanding
of shock-boundary-layer interaction.

1 INTRODUCTION
The design process of supersonic and hypersonic air ve-

hicles requires accurate simulation methods in order to predict
aero-thermodynamic loads. The need to achieve an optimal
and safe design poses the requirement of an accurate estima-
tion of critical quantities such as skin friction, heat-transfer
rates, mean and fluctuating pressure. The interaction of tur-
bulent boundary layers with shocks and rarefaction waves is

one of the most prevalent phenomena occurring in high-speed
flight, which can affect significantly the aero-thermodynamic
loads. Accurate computations of such interaction are needed
to gain a deeper insight into many aspects of this phenomenon
which is still not fully understood, including the dynamics
of shock unsteadiness, turbulence amplification through the
shock, unsteady heat transfer near the separation and reattach-
ment points and turbulence damping by the interaction with a
Prandtl-Meyer expansion.

Numerous Direct Numerical Simulations (DNS) and
LES computations were carried out in the past for the com-
pression ramp configuration ( Adams (2000), Loginov et
al. (2006), Wu & Martin (2007) ) but the whole compression-
expansion ramp configuration was never taken into account
for a detailed simulation. In the present work we compare
our results with the experimental data from Zheltovodov et
al. (1990). The experiments were performed using two mod-
els having the same shape but different linear scales. The
larger model was used for a detailed investigation of the mean
flow with a free-stream Mach number ofMa∞ = 2.88 and
a Reynolds number based on the incoming boundary layer
thickness ofReδ0

= 132840. The turbulence characteristics
are investigated using the small model with a free-stream
Mach number ofMa∞ = 2.95 andReδ0

= 63560. The exper-
imentally obtained flow field and the measurement stations
are sketched in Fig. 1 for both mentioned configurations of
the 25o compression-expansion ramp. In the present work the
conditions of the large model are chosen, but a comparison
is also carried out with the turbulence data obtained from the
small model by scaling them with the local boundary layer
thickness. The present work aims to assess the prediction
quality of the employed numerical techinque by matching di-
rectly the experimental parameters. Given the successful val-
idation, the computational results provide a reliable database
for further analysis.
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Figure 1. Experimenatal measurement sections for the large
(a) and small (b) model.

Table 1. Streamwise locatoin of the measurement stations.

Large Model Small Model

Station x/δ0 Station x/δ0

E1 -8.05 T1 -15.42

E2 -2.93 T2 4.41

E3 -1.95 T3 7.93

E4 -1.22 T4 14.98

E5 1.22

E6 2.68

E7 3.05

E8 4.15

E9 5.73

E10 7.56

E11 12.20

E12 15.24

E13 19.15

2 FLOW CONFIGURATION
The computational domain, shown in Fig. 2, has the ex-

tentsLx = 41.25δ0, Ly = 12δ0 andLz = 4 δ0. The spanwise
domain size is chosen wide enough so that large-scale coher-
ent structures such as Görtler-like vortices can be captured.
The computational grid, shown in Fig. 3, has been generated
with an adaptive mesh refinement procedure which guaran-
tees that the first point in the wall-normal direction at the in-
let, with respect to the ramp geometry, is located aty+ ≈ 2.2.
Such resolution was found to be enough to reproduce the ex-
perimental results in the first reference section E1 with suffi-
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Figure 2. Computational domain of the present LES.

cient accuracy. The grid spacing in the streamwise direction
is ∆x+ ≈ 52.9 and in the spanwise direction a resolution of
∆z+ ≈ 25.7 is adopted.

The reference length throughout this work is the mean
boundary-layer thickness of the experiment,δ0 = 4.1 mm,
at the first reference sectionE1. The boundary-layer thick-
ness is measured as the distance from the wall where 99% of
the mean free-stream velocity ofU∞ = 618.1 m/s is reached.
Here and in the following, dimensional quantities are indi-
cated by an asterisk. The non-dimensionalization is as fol-
lows:

ui =u∗i /U∗
∞, ρ = ρ∗/ρ∗

∞, T = T ∗/T ∗
∞ ,

p =p∗/(ρ∗
∞U∗2

∞ ), E = E∗/(ρ∗
∞U∗2

∞ ) .
(1)

Reference data are taken from the experiment asρ∗
∞ =

0.368kg/m3 andT ∗
∞ = 114.8 K.

The positions of the considered experimental stations in
terms of the dimensionless downstream coordinatex/δ0, mea-
sured along the wall from the compression corner position, are
summarized in Tab. 1.

3 NUMERICAL APPROACH
The three-dimensional compressible Navier-Stokes

equations in conservative form are considered

∂tU+∇ ·F(U)+∇ ·D(U) = 0. (2)

The equations are solved in a dimensionless form and
with the assumption of an ideal gas. A power law is assumed
for the temperature dependence of viscosity and of the thermal
conductivity.

The aforementioned governing equations are solved us-
ing the Adaptive Local Deconvolution scheme (Hickel &
Larsson (2008)) for the discretization of the convective fluxes.
A 2nd order central difference scheme is used to compute the
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Figure 3. Computational grid of the present LES ( each 10th

line is shown).

diffusive fluxes and a 3rd order Runge Kutta scheme to inte-
grate in time. Periodic boundary conditions are used in the
spanwise direction, whereas an immersed interface method is
used to describe the compression ramp geometry, which re-
produces an adiabatic no-slip wall. The top (freestream) and
outflow boundaries make use of a linear extrapolation pro-
cedure. A synthetic turbulence inflow technique (Touber &
Sandham (2009)) is used, which is designed to match ad hoc
first- and second-order statistical moments and spectra. The
adoption of such a technique avoids the introduction of any
low frequency into the domain, therefore avoiding any pos-
sible interference with the shock/boundary layer interaction
system.

4 COMPRESSION-EXPANSION RAMP FLOW
An instantaneous snapshot of the computed Schlieren-

type visualization (Fig. 3a) reveals similarities with experi-
mental picture (Fig. 3b). The undisturbed boundary layer (1)
is affected by the separation shock (2). The interaction re-
sults in the appearance of a reverse flow region (3) and of a
separated shear layer (4) with traveling shocklets (5) above it.
The collapse of this shocklets leads to the generation of the
unsteady second stem (6) of theλ -shock configuration. The
shocklets cannot be anymore identified as organized structures
downstream of the expansion.

4.1 Mean Flow
The wall pressure, normalized by its mean value at the

stationE1, constantly increases during shockwave/boundary
layer interaction with a plateau inside the separation zone. It
drops later to the initial values in the expansion fan (Fig. 5a).
A slight pressure increase in the region 8< x/δ0 < 9 may
indicate the existence of a weak compression wave inside the
boundary layer downstream of the expansion.

The mean skin-friction exhibits the typical behavior for a
separated flow (Fig. 5b). The initial decrease, atx/δ0 =−20
is due to the synthetic turbulence technique adopted for the
generation of the inflow data. A transient of about 5δ0 is
needed for the flow to recover the modeling errors introduced
by the digital filter procedure. A slight decrease along the
flat plate is then visible since the incoming boundary layer
grows and the local Reynolds number increases(x/δ0 <−6).
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Figure 5. Averaged skin-friction coefficient (a) and wall-
pressure (b) distributions in the streamwise direction.◦ , refer-
ence experiment; current LES averaged in time and over
the spanwise direction. SymbolsS andR indicate the mean
separation and reattachment points.

The friction coefficient drops, then, suddenly near the sepa-
ration point (S) acquiring negative values inside the reverse
flow region(−4.5< x/δ0 < 2.0). It rises again after the reat-
tachment point (R) reaching values which are slightly above
the incoming ones on the upper surface. The spikes near the
compression and the decompression corners are likely due to
limited resolution of the corner singularity. Sharp gradients of
flow variables occur over a short distance near such locations
causing a Gibbs-like oscillation in the numerical solution.

Fig. 6 gives a description of the mean flow evolution in
terms of mean streamwise velocity component. The undis-
turbed incoming turbulent boundary-layer profile in section
E1 evolves into a profile with weak reverse flow slightly
downstream of the separation point (sectionE2). Fur-
ther downstream the reverse flow becomes stronger (sections
E3−E5). At sectionE6 the boundary layer attaches again
while still showing a momentum deficit in the wake. This
re-established attached boundary layer develops towards an
undisturbed profile further downstream (sectionsE7−E10).
After the expansion fan the boundary layer recovers simi-
lar features to the undisturbed incoming condition (sections
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Figure 4. Instantaneous representation of the flow by the Schlieren-type visualization. The computed density gradientaveraged
in spanwise direction||∇ρ|| (a) and experimental Schlieren visualization (b).

E11−E13). Generally, a good agreement is found between
numerical and experimental data. Excessive negative experi-
mental velocities at sectionE5 can be explained by difficulties
in measuring the reverse flow.

Root-mean-square (RMS) values of velocity
√
< u′u′ >

and density
√

< ρ ′ρ ′ > fluctuations are shown at the down-
stream stationsT1−T4 in Fig. 7. This data refers to the lower
Reynolds number experiment carried out on the small model,
as mentioned in Sec.1. The location of the measurement sec-
tionsT1−T4 is shown in Tab. 1. The profiles are normalized
with the maximum value of the undisturbed boundary layer in
accordance with the experiment of Zheltovodov et al. (1990).
Since the first section T1 is located outside of the computa-
tional domain, its values are compared with turbulence data
extracted in the section E1. In agreement with the experiment
the RMS values increase after the interaction with the shock
(sectionT2) shifting the maximum from a near wall position
to the shear layer. The Prandtl-Meyer expansion moves the
maximum further away from the wall and damps the RMS
values. Fluctuations are rather large outside of the boundary
layer. As visible from Fig 7, the RMS profiles at the stationT4
have different features than the equilibrium boundary layer on
the flat plate (stationT 1), consisting in a higher level of tur-
bulence in the outer flow(y/δ0 > 2.5). The agreement with
the experimental data is generally good even if some discrep-
ancies are evident and mainly due to the different Reynolds
number of the adopted reference experiment.

Despite the flow geometry being two-dimensional, the
interaction between the boundary layer and the shock breaks
down the spanwise spanwise homogenity. As already shown
in the previous work of Loginov et al. (2006) two pairs

of counter-rotating streamwise vortices can be identified in
the reattaching shear layer. Such vortices, generally named
Görtler vortices, are caused by the streamline curvature.

The spanwise inhomogeneity of the meanC f , caused by
Görtler-like vortices is shown in Fig. 8. The amplitude of the
the variation increases from±0.06× 103 in the undisturbed
boundary layer at the stationE1 to±0.3×103 in the section
E6 just after the reattachment. After the decompression cor-
ner the amplitude of the variation becomes less pronounced
decreasing from±0.3×103 to±0.1×103 at stationE11. The
distribution becomes more uniform without extrema suggest-
ing that the streamwise vortices decay while passing through
the expansion fan. Further downstream at stationE13 the vari-
ation reduces almost to the undisturbed value±0.08×103.

Further evidence of the presence of the Görtler vortices is
given in Fig. 9, which shows a snapshot of the streamwise ve-
locity fluctuation field in a plane parallel to the compression-
expansion ramp wall aty+ ≈ 12. The colourmap is set in order
to higlight the region of the flow with a velocity deficit. On
the left side of the domain we can see the typical streaky struc-
ture of a turbulent boundary layer. Such structure is then de-
stroyed by the interaction with the shock. After the boundary
layer reattachment location a pattern which could be related
to two streamwise evolving structures is clearly visible. Such
structures could be the signature of the Görtler vortices.This
pattern disappears after the passage through the decompres-
sion corner and the typical streaky structure of the incoming
undisturbed boundary layer is then recovered.

Fig. 10 shows the comparison between a surface oil-flow
visualization obtained in the experiments of Zheltovodov &
Yakovlev (1986) and the surface skin friction pattern derived
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Figure 6. Velocity profiles at stations E1-E13.◦ , reference experiment; , current LES averaged in time and over the spanwise
direction.
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Figure 7. Root-mean-square profiles of the velocity (a) and
density (b) fluctuations at stations T1-T4.◦ , reference exper-
iment; , current LES averaged in time and over spanwise
direction
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Figure 8. Distribution of the mean skin-friction coefficient
at the wall in the spanwise direction. , averaged in time;

, averaged in time and over spanwise direction.

from the computation. In both the numerical and experimen-
tal figures convergence and divergence lines in the reattaching
flow are clearly visible. In the computation the pair of conver-
gence and divergence lines is spaced by approximately 2δ0.
It should be noted that the computational domain size in the
spanwise direction is 4δ0, with periodic boundary conditions
applied, allowing for flow structures with spanwise periodic-
ity of at most 4δ0 to be captured.

5 CONCLUSIONS
The numerical investigation of compression-

decompression ramp flow was performed using large-eddy
simulation. Unprecedentedly, a high Reynolds number
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Figure 10. Comparison between oil-flow visualization from
experiment and numerical surface skin friction pattern.

corresponding to experimental conditions is achieved,
allowing for direct comparison. The results are validated
successfully against the reference experiment. In particular
a good agreement was achieved for surface-pressure and
skin-friction distributions, mean velocity profiles, density and
velocity fluctuations distributions. The combined effect of
perturbations sequentially imposed on the turbulent boundary

layer is investigated. It is shown that the expansion fan near
the decompression corner destroys shocklets and streamwise
vortices, while the level of turbulent fluctuation in the outer
flow is high. The simulation provides a reliable database for
further investigations.
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