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ABSTRACT

Direct numerical simulations were conducted of a fully
turbulent canonical nozzle/jet configuration. For all caskee
target Reynolds number, based on the jet velocity and diame-
ter, was specified as 7670 and the jet Mach number and coflow
Mach number were varied. The effect of the nozzle lip on the
turbulent flow exiting the nozzle was investigated, withtjgar
ular emphasis on whether Reynolds stress profiles at the noz-
zle exit could be collapsed with profiles in the fully deveddp
region, and whether local behaviour in the vicinity of theno
zle exit could be predicted using asymptotic theory. The DNS
data were also used to investigate the effect of varying Mach
number and coflow on the mean flow and whether the various
flow cases could be collapsed using similarity arguments.

INTRODUCTION

Jet noise research over several decades has shown that

several different sources contribute to the overall soaati+ r
ation from subsonic jets. These sources are: (i) large scale
structures mainly occurring close to the potential coréoreg
(ii) breakdown of large scale structures into fine-scaléuur
lence near the end of the potential core, (iii) fine-scalbuur
lence within the initial shear layers of fully turbulentgeind
(iv) trailing-edge noise resulting from the interactioriieeen
the flow and the solid wall at the nozzle exit.

The ultimate goal of this ongoing study is to perform
direct noise computations, i.e. simulating directly both h
drodynamic and acoustic fields, that inclualé these sound
sources. This requires the inclusion of the nozzle in theisim
lations, with a turbulent flow inside the nozzle. Furtherma
large computational domain is necessary to capture thesacou
tic farfield. To simplify the problem we use a round pipe
with sufficient length as a canonical nozzle. It was shown
previously that a spatially developing pipe flow with suffi-
cient streamwise length results in well defined turbulent up
stream conditions suitable for direct noise computatiohs o
jets (Sandberet al., 2010).

For these spatially-developing pipe simulations it was
found that the structure of the flow changed considerably
when approaching the nozzle exit. The focus of the current
paper is to investigate this near-nozzle behaviour, inq@art
lar the effect of the nozzle lip on the turbulent flow. Further
the effect of varying co-flow on the jet, especially on stream
wise similarity, is investigated.

For round turbulent jets without coflow streamwise sim-
ilarity of jets at various flow speeds was shown in Crow &
Champagne (1971). However, a coflow with varying mag-
nitude was specified for all DNS presented in the current
work. In a study of coflowing jets, Nickels & Perry (1996)
found that the excess velocity of the jet scales as the iavers
of the streamwise coordinate, confirming earlier obseowati
reported in Cantwell (1981). This behaviour was found up-
stream of the region where the asymptotic limit of the ex-
cess velocity being much smaller than the coflow magnitude
is reached. All cases with different coflow values collapsed
if the streamwise coordinate was scaled with the momentum
radius. In the present contribution, we evaluate whether th
data from the current DNS study shows the same behaviour.

NUMERICAL APPROACH

The compressible Navier—Stokes equations for the con-
servative variables are solved in cylindrical coordinatsisig
a newly developed finite-difference DNS code. For the spa-
tial discretization in the radial and streamwise directi@n
4th_order standard-difference scheme with Carpenter bound-
ary stencils is applied. A spectral method using the FFTW3
library is used in the azimuthal direction, enabling an axis
treatment that exploits parity conditions of individualufier
modes. Time marching is achieved by an ultra low-storage
4th_order Runge—Kutta scheme (Kennestyal., 2000). The
stability of the code is enhanced by a skew-symmetric split-
ting of the nonlinear terms (Kennedy & Gruber, 2008) and by
an 11 point wave-number optimized filter (Bogel ., 2009),
used after each full Runge—Kutta cycle with a weighting af 0.



Block L, x L, Nz x Ny Npz x Npy
1 500x 1.0 624x 68 48x 4
2 110x 1.0 2808x 68 216x 4
3 110x 0.0416 2808x 17 216x 1
4 110x 795  2808x 833 216x 49
5 505x 795  624x 833 48x 49

total N/A 314x10° 14208

Table 1. Size, number of grid points and the number of pro-

cessors for each block in the computational domain (see fig-
ure 1, left). All dimensions are normalized wiywhereR is
the radius of the pipe.

to remove grid-to-grid-point oscillations.

The computational domain comprises five blocks (see
figure 1, top) which can be classified as subdomains contain-
ing: flow inside the pipe (block 1), jet development down-
stream of the pipe exit (blocks,2 and 4), and coflow and
acoustic field upstream of the pipe exit (block 5). The size
of each block along with the corresponding number of grid
points and number of subdomains in the streamwasard
radial () directions is given in table 1. In the azimuthal direc-
tion 64 Fourier modes were employed (corresponding to 130
collocation points in physical space), resulting in a tal
408x 1P grid points. The maximum gridspacing away from
the jet exit (in both streamwise and radial directions) was c
sen to resolve acoustic waves up to Strouhal nuryers 2
(based on the jet velocity and diameter) with at least 10 grid
points.

At the pipe inlet the mean streamwise velocity profile

uniform
coflow

®

outflow
zone

Figure 1. Sketch of the computational domain (top) and in-
stantaneous contours of the azimuthal vorticity companent
M = 0.84, Mo = 0.2 (bottom).

Case Mijg Mg Uco uj Reje
M84-c2 084 02 024 1102 7383
M64-c2 064 02 031 1118 7491
M46-c2 Q046 02 0435 1145 7672
M46-c1 Q046 011 024 1145 7672

Table 2. Simulation parameterdfljet, Mco, Uco and Uje
based on the bulk velocity in the nozzle, aReje based on
Ujet and nozzle diameter.

obtained from precursor periodic pipe calculations was pre
scribed, and the mean density and temperature profiles were
set to be uniform. Turbulent fluctuations calculated using
a digital filter technique (Touber & Sandham, 2009), us-
ing parameters also obtained from the periodic pipe simula-
tions, were superposed onto the mean flow values. At the
inflow boundary of block 5 a laminar boundary layer (Bla-
sius solution) was prescribed with a boundary layer thiskne
0/R=0.0822. At the outflow boundaries (blocks®and 4)

a zonal characteristic boundary condition was applieddSan
berg & Sandham, 2006), while characteristic boundary condi
tions were used at the upper freestream boundary. It sheuld b
noted that while the thickness of the oncoming boundaryrlaye
as well as the thickness of the wah,f;; = 0.046&R) were
chosen arbitrarily, the ratio i,y /0 = 0.5695, therefore a
thin wall assumption is valid for our case. All simulations
were run for a target Reynolds nhumberReh = 6700, based

on the bulk velocity in the pipe and the diameter of the pipe,
corresponding t&eje = 7670 when based on the jet velocity
at the pipe exit.

More details on the length of the pipe needed to achieve
fully developed flow and on the variation of pressure, den-
sity and temperature within the pipe for various nozzle Mach
numbers are given in Sandbeatal. (2010).

RESULTS

Four DNS were conducted with the flow parameters
listed in table 2. The simulations were run for at least 200
nondimensional time units (based on radius and bulk velocit
inside the pipe) to allow the initial transients to leave toe
main. All four cases were then continued for a further 600 to
800 time units to achieve statistical convergence.

In figure 1 (bottom), contours of the azimuthal vorticity
component are shown for case M84-c2 to qualitatively illus-
trate the fully developed turbulent pipe flow exiting the nez
and rapidly developing into a jet. It can be observed that the
initial shear layers of the jet are already turbulent and oo n
undergo a laminar-turbulent transition.

Effect of nozzle exit on Reynolds stress com-
ponents

The turbulent flow inside the nozzle was shown in Sand-
berget al. (2010) to be axially independent from roughly 15
radii upstream of the nozzle exit onwards. It was also ob-
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Figure 2. Axial turbulence intensity u,u, >1/2* (a, b) and Figure 3. Turbulence shear stressu,u; >* within noz-
turbulence shear stressuyu; > /u2,, (c, d) in wall coordi- zle in wall coordinates at various streamwise positions; (—
nates (a, c, d) and outer coordinates (b) at various stresenwi ) z/R= —10, (—-—) z/R=0, ([J) scaled with(duz/dr)|w
positions; (—)z/R=-10, (———-)z/R=-5, (---) z/R= -1, from z/R = —10, () scaled with fu,/dr)|w and pw from
(—-—)z/R=0, (6) (Wu & Moin, 2008). z/R=—10.
L. J<u;> d<u,>
served that the Reynolds stress components in inner,ar- =5 lr=1 fromz/R= —10, or iii) pyay and =5=r=1 from

ordinates, showed a considerable decrease in peak aneglitud  Z/R= —10. Figure 3 shows that for the low Mach number
approaching the nozzle exit. This behaviour is studied iemo ~ ¢ases, using the shear-stress value from upstream of the noz
detail in the following. zle results in a collapse of the profiles obtained at the noz-
Figures 2 (a, b) show the axial turbulence intensity for zI_e exit with data from the fully d_eveloped region. At the
case M46-c1 in inner and outer coordinates at various stream Nigher Mach numbeM = 0.84, using the wall-shear stress
wise positions. The profiles in outer coordinates are very si value from upstream does not suffice to recover the upstream
ilar at all streamwise locations, including at the nozzli ex  turbulence shear-stress profile. Only when the wall density
z/R=0. However, in inner) coordinates, data from allup- ~ Value fromz/R = —10 is used in addition can the data ob-
stream locations appear to collapse to a fully developefil@ro tained at the nozzle exit be collapsed with data from the full
that agrees well with the reference data of Wu & Moin (2008), developed region. o
while at the nozzle exit the axial turbulence intensity appe Being able to collapse the turbulence statistics at the noz-
considerably reduced. The turbulence shear stress for case Zl€ €xit with profiles in the fully developed region showsttha
M46-c1 in wall coordinates (figure 2 c) also shows that the the flow exiting the pipe can still be considered fully devel-
profiles within the fully developed region compare well with ~ ©oPed and therefore constitutes a well defined turbulent up-
the incompressible reference data. The slightly largeneval ~ Stréam condition suitable for direct noise computations.
of the maximum(1—r/R)™ and the resulting shallower slope
compared with Wu _& Moin (2008) is due to the slightly higher  prediction of near-nozzle behaviour
Reynolds number in the current study. However, at the noz- The decrease in amplitude of turbulence statistics scaled
zle exit, the shear stress profile is considerably alterédhe by the wall shear stress at the pipe exit indicates an inereas
higher pipe Mach number &fl = 0.84 (subfigure d) the shear i skin friction towards the nozzle lip, consistent with ana
stress profiles are seen tc_> start red_ucmg in amph;uded;lrea lytic predictions using triple-deck theory (StewartsoBg8:
atz/R= —5 and the amplitude continues decreasing towards  yjessiter, 1970). The asymptotic solutions provided in the |

the nozzle exit. _ ~ erature were derived for laminar boundary layers. However,
_ The fact tha_t the shear _stress proﬁles change more Visi- it was shown in Sandberg & Sandham (2008) that the asymp-
bly in plus coordinates than in outer coordinates, in pakiic totic scalings could produce results with reasonable aogur

for the low Mach number cases, suggests a change of the wall for tyrpulent boundary layers when the eddy viscosity of the

shear stress towa_rds the nozzle exit. For inner scaling, the turbulence is accounted for. Here, the applicability ofsthe
wall normal coordinate and the shear stress are scaled with egyjts is evaluated for turbulent pipe flow exiting the ezz

2 ; 2 _ Hwal | 0<U> . f .
Ur/v andur, respectively, where = 5t | =5 Ly For Stewartson (1968) derived the analytic expression forkhe s
the current simulations, the pipe wall was considered &eth  friction in the immediate vicinity of the trailing edge (et
mal, thus iy = const and onlypyy and af;f> lr—1 can solution) as
vary. To evaluate whether the change in wall shear stress is
the main cause for the behaviour observed in figures 2 (c, d), 2/3
the data obtained a/R = 0 are scaled using i) the local val- ci(z/R) = 1+ I

d<uz> .. R 1/2 7A1/2R 3/4 R

ues ofpyay| and =57 |r=1, or ii) the local value oy and ) e’ "z/
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Figure 4. Time averaged skin friction coefficiery; lines Figure 6. Mean pressure on the surface; (-) top surface, (- -
denote results from simulations, lines with symbols desote -) bottom surface, € - —) p= 1/(yM?), symbols denote so-
lutions according to Stewartson (1968) (using the eddyogisc lutions according to Messiter (1970) using the eddy viggosi
ity correction for a); (—) M084-c2, — —) M064-c2, (- —) correction.

MO046-c2, (- -) MO46-C1.

shows a considerable difference between the predictiots an
0.8966 (—1/3)v/3 the DNS data. Although the level of difference is surprisihg
=——, (1) is consistent with the trend observed previously for flowrove
a flat plate trailing edge (Sandberg & Sandham, 2008). The
] disagreement between the DNS data and the theory for the
whereA = 0.332 andRe is the Reynolds number based on  |aminar coflow was determined to be due to the pressure field
length of the su_rface_, WhICh'In the current case was specified being strongly modified by the Reynolds stress components of
as the stref_imW|_se distance it would take to generate a bound- he turbulent pipe flow.
ary layer with thicknes$ ~ 0.8R. However, the current study considers a round geometry
To account for the turbulent nature of the present bound-  anq js therefore fundamentally different from the traitedge
ary layer, a simple correction was proposed in Sandberg & ¢ase studied previously. To evaluate whether the addltiona

2

Sandham (2008). The eddy viscosity of the turbulent radial terms in a round geometry are significant, two dimen-
boundary layer can be estimated using Prandtl's mixingteng  sjonal simulations of a pipe and a planar channel were con-
theory, thus/t = k(1—r/R)ur, with k = 0.41. As the triple- ducted at the same flow conditions as case M46-c1. An effort

deck solution is only valid very close to the wall, the eddy  \as made to specify the coflow boundary layers such that their
viscosity was evaluated &t —r/R)" =20 and assumed tobe  poundary layer thicknesses would be similar to the boundary
constant in the wall normal direction. To account for the tur  |ayer on the pipe or channel walls in order to obtain roughly
bulent viscosity the Reynolds number based on ciRerdvas symmetric flow about the trailing edge as assumed in Stew-
divided by the ratio of eddy viscosity over molecular viscos  artson (1968). The predictions shown in figure 5 still show
ity, which turns out to be close to the factor 2 for the present  considerable disagreement with DNS data, mainly in terms of
case. the DNS data showing the skin friction increase confined to a

The predictions obtained from (1) are compared to the  mych smaller streamwise extent than the predictions. It can
DNS data for all cases in figure 4 &) and reasonable agree- g|so be observed that the increase in skin friction is lichtte
ment is found both in terms of the onset of the increase and g significantly smaller streamwise extent on the inside ef th
the amplitude reached at the nozzle exit. In addition to the g j.e. on the pipe/channel side, than on the coflow bound-
turbulent flow inside the pipe, an attempt was also made 10 ary |ayer side. It is suspected that this is due to the mean
predict the behaviour of the laminar coflow boundary layer  streamwise pressure gradient imposed on the channel or pipe
on the outer pipe wall close to the nozzle exit. Figure 4 b) fiow, Nevertheless, it can also be concluded from the two di-

mensional cases that the effect of the radial terms on the nea

x10° nozzle-exit region is negligible.

Messiter (1970) also provides an approximation to the
pressure in the vicinity of the trailing edge, given as

i g . Re 1/2 -
5 1_5---iw=::e::.':::”_‘:_"_’_;"_/yz_Z ﬁ (l— 73\(:/% el,70.332(_Z/R) 2/3) Z/R< 07

p(Z/R) = 1 clRefl’/z 23
T — —/GR -4 2 0 PR — —/GR -4 2 0 W (17 3\/?\/0A332(Z/R) ) Z/R> 0.

. @
a) pipe (- -) and coflow (-) b) channel (- -) and coflow (-) Figure 6 shows the asymptotic solutions of the mean pressure
Figure 5. Skin friction coefficient; from laminar axisym- comparing well with the DN.S result_s. 'I_'he mean pressure de-

. d ol 2D (b) simulati for f cays towards the nozzle exit resulting in a favorable pressu
metric (a) and plane (b) simulations for flow parameters gradient on the surface. The figures also highlight the large

gccord_ing to .case M46-c1; lines dengte results f_rom simula-  gitferences in mean pressure gradient between the innee)(pi
tions, lines with symbols denote solutions according tawste  anq outer (coflow boundary layer) walls.

artson (1968). Overall, these results suggest that the asymptotic solu-
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Figure 7. Momentum radiu@ over streamwise coordinate

(a) and excess velocity over streamwise coordinate scaled
with momentum radiu$ (b); (—) M084-c2, ¢ — —) M064-
2, (—-—) M046-c2, (--) M046-cl, --—) (z/R)~L.

tions of Stewartson (1968) and Messiter (1970) are only-qual
itatively in agreement with the DNS data, with closest agree
ment observed for the fully turbulent pipe flow of the current
canonical nozzle/jet configuration.

Jet similarity

All cases in the current study were conducted at roughly
the same Reynolds number, based on the jet exit velocity
and diameter. The parameters that were varied were the
Mach numbers of the jets and the coflow Mach numbers. It
was investigated whether the four different cases could be
scaled such that quantities plotted over the streamwise coo
dinate or radial profiles at various streamwise locationgd:o
be collapsed. In an experimental study of coflowing tur-
bulent jets by Nickels & Perry (1996), the excess velocity
A = (Uc — Ugo)/Ugo Was shown to display a decay wittt!
downstream of the end of the potential core, as also reported
in Cantwell (1981). Only considerably further downstream
the asymptotic limit for coflowing jets of2/3 was found,
which is analogous to the defect velocity decay found for
round wakes Cantwell (1981). Nickels & Perry (1996) were
able to collapse the various coflow cases investigated by sca
ing the streamwise coordinate with the momentum raéius
defined as

®)

puZ,6% = /o p < Uz> (< Uz > —Ug)2rmrdr ,or

puZ,6% = ZHUO p<uz>2rdr—uco/O p<uz>rdr} )

The first term is the jet momentum flux, which is constant over
z However, the second term is the mass flux and can only be
constant in the streamwise direction if there is no flux tigfou
the upper boundary. Thus, the overall momentum rafiis
only constant if entrainment can be excluded, as confirmed us
ing data from the current cases shown in figure 7 a), where the
computational domain is finite. In the experiments of Niskel

& Perry (1996), considerable effort was spent to set up an ex-
periment in which no boundary layers were generated on the
outside of the nozzle. In the DNS, the flow exiting the nozzle
has a fully developed pipe flow profile and the coflow devel-
ops a laminar boundary layer profile, as seen in figure 8 a).
For the current case, the asymptotic values far downstréam o
the nozzle (az/R = 80) were chosen to scale the streamwise

5

Figure 8. Time and azimuthally averaged streamwise ve-
locity component (a) and turbulence kinetic energy (b) pro-
files over radial coordinate at streamwise positigfi® = 0,
z/R=10, z/R= 20, andz/R = 40; (—) M084-c2, ¢ — —)
MO064-c2, - —) M046-c2, (--) M046-c1.

coordinate and figure 7 b) illustrates that the excess veloci
ties for most cases approach the correct slope downstream of
the potential core. However, for the case M46-c2zhk be-
haviour does not appear to be recovered exactly. In Nickels &
Perry (1996) the asymptotic 2/3 behaviour was not reached
until z/6 > 20 which is further downstream than the outflow
boundary in the current simulations and therefore cannot be
investigated.

Figure 8 shows the radial profiles of the mean axial ve-
locity component and the turbulence kinetic energy (TKE) at
several streamwise locations. The velocity profiles hawnbe
scaled with the velocity differena®u = uz — Uco, With
Uc =< Uz > |r—0, and TKE is scaled witu? in an attempt to
collapse the results from all cases. It appears that thegsofi
can be collapsed, except case M46-c2, for which not only the
amplitudes deviate from the other cases, but also the stape o
the profile does not resemble the data from the other cases, in
particular for the TKE distribution.

It was also investigated whether the streamwise develop-
ment of integral quantities, such as the momentum thickness
defined as

5 71/°°<Uz>7uco
*~RJo u

(1_ < Uz > —Ugo
C

Uc

) rdr, (4)

could be collapsed for all cases investigated. Downstrelam o
the nozzle lip, the flow resembles a mixing-layer type flow,
as seen in figure 8 a). Therefore, the streamwise derivative o
the momentum thickness is expected to scale with the mixing
layer parameter, defined here @s= (Uc — Uco)/(Uc + Uco).
Figure 9 a) shows that the four cases can be collapsed rea-
sonably well using this type of scaling. Further downstream
however, the flow transitions from a mixing-layer type tota je
with coflow type flow. From a turbulent spreading hypothe-
sis one expects the streamwise derivativédgto be similar
to Au/Uconv, Whereugony is the eddy convection velocity. If
one considers the flow far downstream of the nozzle, where
the excess velocity becomes small compared with the coflow
velocity, Ucony Can be approximated with,. Figure 9 b) il-
lustrates that all cases can be collapsed reasonably wal up
z/R~ 40, after which the M46-c2 case deviates significantly
from the other cases.

Finally, the maximum value in the radial direction of
fluctuating quantities such as TKE and pressure fluctuations
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Figure 9. Streamwise derivative of momentum thickness
ddy/dz scaled withQ (a) andAu/uc, (b) over streamwise co-
ordinate; (—) M084-c2,{ — —) M064-c2, (- —) M046-c2,
(---) M046-c1.

prms, Which play a crucial role in the noise generation of the
jets, were scaled withu? and are plotted over the streamwise
coordinate in figure 10. A similar picture emerges as for the
integral quantities discussed above, namely most casdsecan
collapsed reasonably well, except the M46-c2 case. Overall
these results suggest that the scalings applied here diie app
cable for small coflow velocities, but once a certain thrétho
ratio of coflow velocity to jet velocity is reached (in the ead

the M46-c2 caselco/Uje ~ 38%), the flow becomes unique
and cannot be collapsed with the other cases.

Conclusions

Direct numerical simulations of fully turbulent pipe flow
exiting a nozzle and developing a turbulent jet were con-
ducted. The jet Mach number and the coflow magnitude were
varied at a constant target Reynolds numbeRe: = 7670.

It was shown that turbulence statistics at the nozzle exiltco

be collapsed with fully developed turbulent pipe flow prcfile
by using the wall shear-stress, and in the case of higher Mach
number cases also the wall density, from the fully developed
flow region upstream in the nozzle. This implies that the flow
exiting the pipe can be considered fully developed and there
fore constitutes a well defined turbulent upstream condlitio
suitable for direct noise computations.

Comparison of predictions obtained from asymptotic
theory with the DNS data showed only only qualitative agree-
ment, with closest agreement observed for the fully tuniitule
pipe flow of the current canonical nozzle/jet configuratitin.
was demonstrated using 2D simulations that the cylindrical

0.1

TKE/AW

0.0555_ 47

Figure 10. Maximum radial turbulence kinetic energy (a)
andprms (b) over streamwise coordinate, scaled witif; (—

) M084-c2,  — —) M064-c2, (- —) M046-c2, (--) M046-
cl.

terms of the round jet case are negligible in the near-nozzle
region.

It was found that the data from the different cases could
be collapsed in the potential core region when scaling viigh t
mixing layer parameter. Further downstream, the apprtpria
parameter was shown to be the velocity difference. However,
the case with the highest coflow magnitude did not agree well
with the other cases for any scaling used.
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