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ABSTRACT
Recent efforts in the simulation of turbulent boundary

layers using direct and large-eddy simulations are described.
The focus is naturally on a series of simulations performed at
KTH Stockholm. These results have been used to examine
various aspects of the boundary layer; starting from estimates
of the extent of the transitional region, the detailed compar-
ison to wind-tunnel experiments, the effect of ambient free-
stream turbulence on the boundary layer and to quantifications
of the spectral composition of the turbulent signal. Further-
more, selected aspects of boundary layers with coupled scalar
(e.g.heat) transport are summarised, including profiles of the
turbulent Prandtl numberPrt .

INTRODUCTION
The study of turbulence developing close to solid walls,

usually referred to aswall turbulence is certainly one of
the most important aspects of turbulence. For instance, a
large fraction of the frictional drag of moving streamlined
bodies immersed in a fluid stems from the intricate vorti-
cal fluid motion close to the wall. A better understanding
and consequently the possibility to affect wall turbulence in
favourable ways (flow control to reduce drag) has important
consequences for air and water-bound transportation.

The concept of the boundary layer was introduced by
Ludwig Prandtl in 1904. He predicted that the influence of
viscosity in a flow is mainly contained in a thin region close
to the wall. During the last 100 years, significant progress has
been made to disentangle the various open questions relating
to the appearance of a turbulent boundary layer, but funda-
mental issues still remain unclear. The debate regarding the
correct description of the mean velocity profile and the corre-
sponding value of the von Ḱarmán constantκ , the scaling of
the velocity fluctuations as the Reynolds number is increased,
but also various conflicting views regarding coherent vortical
structures in the layer are some of the most prominent topics.
An extended discussion of additional aspects is given in the
recent review by Marusicet al. (2010).

Naturally, most studies of turbulent boundary layers were
and still are performed using experimental techniques. Valu-
able data has been recorded in various wind-tunnel, channel
and pipe facilities around the world. There are a number of

research directions from an experimental point of view. Prob-
ably the most important aspect is the increase of the Reynolds-
number range to be covered with accurate and reliable mea-
surements; examples include atmospheric measurements, the
Princeton superpipe and the on-going efforts around the CI-
CLoPE project near Bologna (Talamelliet al., 2009; Smits
et al., 2011). On the other hand, the available measurement
and postprocessing techniques are improving rapidly as well.
Two-dimensional and three-dimensional visualisations of wall
turbulence using techniques such as particle image veloci-
tymetry (PIV) allowed insight into the vortical composition
of these flows, seee.g.Adrian (2007). Also, traditional mea-
surement techniques are constantly improved, as evidenced by
a number of recent studies dealing with the effect and potential
correction of spatial resolution issues of hot wires (Hutchins
et al., 2009;Örlü & Alfredsson, 2010), and the determination
of the wall position (̈Orlü et al., 2010).

An alternative to laboratory experiments of wall flows
was found in direct numerical simulations (DNS, see Kim
et al., 1987). Periodic turbulent channels have been the
foremost flow case to be studied via numerical simulations,
mainly due to the unambiguous definition of boundary con-
ditions and the Cartesian (numerics-friendly) geometry; high
Reynolds numbers in large domains have been achieved in this
case (Hoyas & Jiḿenez, 2006). Periodic pipe flow, popular in
experiments, has only recently become the subject of large-
scale DNS (seee.g.Wu & Moin, 2008), however a number
of new high-Reynolds-number simulations being underway.
Turbulent boundary layers in a periodic framework, have also
been avidly studied, going back to the DNS by Spalart (1988).

Spatially developing flows pose more challenges, both
experimentally and numerically, as the streamwise homo-
geneity is lost. A typical developing boundary layer is shown
in Fig. 1; it is clear that such setups require large domains
for an accurate description of the physics. Proper inflow con-
ditions and turbulence generation need to be imposed, and a
sufficiently long development region necessarily needs to pre-
cede the measurement region. One of the first spatially de-
veloping turbulent boundary layer was simulationed by Skote
(2001), reaching a Reynolds numberReθ = 700 based on the
momentum thicknessθ and the free-stream velocityU∞. Dur-
ing the last years, owing to the advances in high-performance
computing, new simulations in large domains have been pre-
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Figure 1. Instantaneous side view showing colour contours of the a) streamwise velocity and b) pressure. The domain shown
corresponds to the streamwise extent of the present DNS, reaching upto approximatelyReθ = 4400 (exluding the fringe region at
the outflow); the full wall-normal extent of the domain is shown. 99%-boundary layer thickness. The representation of the
box is stretched by a factor of four in the wall-normal direction.

sented, seee.g.Simenset al.(2009) and Schlatteret al.(2009)
reaching up toReθ ≈ 2500, and Schlatter &̈Orlü (2010b) ex-
ceedingReθ = 4000.

The present article summarises some of the results that
have been obtained using numerical simulations of turbulent
boundary layers, mainly at KTH Stockholm (Sweden). In
particular, the numerical method is introduced together with
the spatial simulation setup. Then, a detailed comparison be-
tween DNS and experiments is presented. Further, the large
outer boundary-layer structure is discussed with the help of
spectra. Furthermore, additional complicating aspects such as
free-stream turbulence and passive scalars are discussed last.

SIMULATION SETUP
In this section, the discretisation method of the governing

equations is introduced, followed by a discussion of the spatial
development leading to the fully developed turbulent state.

Numerical method
All simulations included here have been performed us-

ing our in-house spectral simulation code SIMSON (Cheva-
lier et al., 2007). The discretisation is based on a Fourier
decomposition in the wall-parallel (streamwise and span-
wise) directions; coupled with Chebyshev polynomials in the
wall-normal direction. The pressure is eliminated by means
of a velocity-vorticity formulation of the governing incom-
pressible Navier–Stokes equations. Dealiasing of the Fourier
modes is employed using the 3/2-rule, and the time inte-
gration employs a standard low-storage Runge–Kutta/Crank–
Nicolson scheme. As some of the presented simulations are
relatively large, considerable care has been taken in parallelis-
ing the code for use on modern supercomputers (Liet al.,
2008); for the largest DNS, which was running on a total of
4096 cores on the “Ekman” cluster at KTH, approximately
35% of the computational time was spent in communication
between the processors. This value is very reasonable given
the global character of the spatial discretisation, necessitat-
ing a global transpose operation in each step. All simulations

are performed in the spatial framework, meaning that a lam-
inar boundary layer is imposed at the inflow which is subse-
quently tripped to turbulence, and exhibits substantial growth
as the flow is developing in the streamwise direction, see Fig.
1. In order to combine the spatial development with the re-
quirement of periodic boundary conditions due to the Fourier
discretisation, a so-calledfringe regionis added at the down-
stream end of the physical domain. In this region, the out-
flowing fluid is forced via a volume force to the laminar in-
flow Blasius profile (Bertolottiet al., 1992; Chevalieret al.,
2007). Since simulations at high Reynolds numbers quickly
get very expensive in terms of grid resolution and thus com-
puter time, some of the calculations were performed using an
active subgrid-scale (SGS) model, which allowed for a reduc-
tion of the numerical resolution. For these large-eddy sim-
ulations (LES) a simple but effective formulation was used,
the ADM-RT model (Schlatteret al., 2004), which adds ad-
ditional dissipation at the small resolved scales by means of
a relaxation term (RT). Compared to the fully-resolved DNS,
the resolution could be reduced by about a factor of two in
each direction without compromising the predictive character
of the simulation results (Schlatteret al., 2010b).

The main simulation of a turbulent boundary layer within
this project was obtained in a domain spanningReθ = 180−
4300 and reported in Schlatter &̈Orlü (2010a). The size was
chosen about three times wider and higher than the maximum
δ99; as Fig. 1b) shows, the free-stream is affected by compa-
rably strong, vertically oriented pressure oscillations reaching
far outside the boundary layer and have to be resolved for ac-
curate results. A total of 8192×513×768 spectral modes are
employed, yielding a resolution in physical space of∆x+ ≈ 9
and ∆z+ ≈ 4; (·)+ indicates classical viscous scaling. This
resolution is comparable to high-Rechannel-flow simulations
such ase.g.Hoyas & Jiḿenez (2006), and slightly higher than
our previous DNS (Schlatteret al., 2009).

Turbulence generation
In a simulation setup based on in- and outflow condi-

tions, turbulence needs to be continuously generated inside
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the computational domain. In experiments, the natural way
to achieve a turbulent boundary layer is to introduce distur-
bances by tripping devices (wires, roughness,etc.) close to
the plate leading edge.

In simulations, similar measures have to be taken. The
most frequently used option is the so-calledrecycling method,
originally proposed by Lundet al. (1998) and employed
among others bye.g.Simenset al. (2009). Although effec-
tive, we have chosen a different approach for the present sim-
ulations. Our inflow is located atReθ = 180 with a laminar
Blasius velocity profile. Slightly more downstream, a random
volume force is implemented, which acts similar as a trip wire,
in order to initiate (resolved) laminar-turbulent transition at a
fixed location and reach turbulence as soon as possible with-
out affecting the natural development (Schlatteret al., 2010c).
The immediate question is of course to what extent the precise
details of the inflow and tripping are affecting the flow de-
velopment, and how far downstream (i.e. at which Reynolds
number) a fully developed turbulent boundary-layer flow can
be expected. This is in particular important when comparing
data to other methods (e.g.the recycling or experiments).

To study the dependence of the boundary layer on initial
conditions, a series of DNS with varying tripping parameters
has been performed. Fig. 2a) shows the friction coefficientcf
as a function ofReθ ; it can clearly be seen that for all DNS
the inflow is laminar (i.e. cf ,lam = 0.441Re−1

θ ). Depending on
tripping, laminar-turbulent transition occurs at differentReθ ,
but the curves quickly settle on a commoncf distribution, in-
dicating a rather quick adaptation of the near-wall turbulence.
It further turns out that the turbulent valuecf ,turb can be well

described using the simple relationcf = 0.024Re−0.25
θ (Smits

et al., 1983). Note also the typical overshoots ofcf as a re-
sult of transition. On the other hand, as shown in Fig. 2b), the
outer-layer convergence, illustrated by contours ofurms, re-
quires much longer development length than near the wall. It
is this effect which might explain some of the differences ob-
served while comparing DNS data of different origin (Schlat-
ter & Örlü, 2010a). It remains an open question what con-
ditions to apply to determine whether a boundary layer has
reached a “fully-turbulent” state, but it is clear that the skin
friction close to the wall is not sufficient. For the present
data, if transition was initiated at low enoughReθ < 300, all
data agree well for both inner and outer layer forReθ > 2000,
which is also the value for which reliable wind-tunnel results
have been reported (Örlü, 2009). For our base-line simulation,
based on the comparison given in Fig. 2, we conjecture that
Reθ ≈ 500 is the lowest reliable streamwise position (Schlat-
ter & Örlü, 2011).

DNS AND EXPERIMENT
The importance of inflow and upstream conditions in the

simulation of spatially developing flows has been emphasised
in the previous section, and as illustrated through the vari-
ous tripping mechanisms and transition scenarios a common
trend can be achieved atReθ ≈ 2000 (Schlatter &̈Orlü, 2011).
These observations go along with experimental findings (Erm
& Joubert, 1991) and explain to a large extend the docu-
mented differences in basic integral quantities between avail-
able DNS from zero pressure-gradient (ZPG) turbulent bound-
ary layer flows (Schlatter &̈Orlü, 2010a). While inflow and

Reθ

c f

200 400 600 1000 2000
0.001

0.002

0.003

0.004

0.005
0.006
0.007

Reθ

y+

500 1000 1500 2000
0

200

400

600

800

a)

b)

Figure 2. a) Skin-friction coefficientcf for various trip-
pings: “baseline” case, lower amplitude and

lower frequency trippings, “classical” transition
via exponential growth of TS waves. Correlations for
laminar (cf = 0.441Re−1

θ ) and turbulent (cf = 0.024Re−0.25
θ )

flow. b) Contours ofu+
rms (spacing 0.25) for baseline case

(blue) and TS-wave case (red).

upstream conditions can precisely be set in simulations, these
are often not fully assessed and/or documented in experiments
(Chauhanet al., 2009). This consequently pushes the lower
limit for any serious cross-validation of experiments and sim-
ulations to the mentionedReθ value of 2000, in order to en-
sure that the differences are not mere reminiscences of dif-
ferent inflow and upstream conditions. Furthermore, detailed
knowledge about how quantities have been computed are es-
sential for meaningful and insightful comparisons (Chauhan
et al., 2009; Schlatter &Örlü, 2010a).

Based on these considerations experimental investiga-
tions by means of hot-wire and oil-film interferometry mea-
surements have accompanied the numerical efforts in close
collaboration, and first results have shown considerable agree-
ment in integral quantities as well as mean and rms profiles
(Schlatteret al., 2009). Recalling the differences in compiled
experimental (Fernholz & Finley, 1996; Chauhanet al., 2009)
and numerical data (Schlatter &̈Orlü, 2010a) sets, the found
agreement ine.g.the skin-friction coefficientcf is exceptional
as apparent from Fig. 3. Similarly, the shape factor shows per-
fect agreement and, albeit not shown here, can be anticipated
from the overlapping of both data sets throughout the bound-
ary layer as apparent from Fig. 4 depicting the inner-scaled
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Figure 3. Skin-friction coefficientcf as function of
Reynolds numberReθ . correlations given by Chauhan
et al. (2009) with ±5% tolerance forcf . Present DNS
(©) and experimental data (�); the streamwise positions in-
dicated through filled symbols are further discussed in Fig. 4.

mean and rms profiles. Inspection of the velocity gradient,
in form of the indicator functionΞ emphasises the excellent
agreement, but also underlines that the present DNS, albeit
the highest reported in terms ofReθ , is merely at the verge
from where on the indicator function reaches a plateau,i.e.
the von Ḱarmán constant can indeed be considered constant
(Monkewitzet al., 2007).

A closer look at the near-wall peak in the rms profiles,
on the other hand, reveals marginal differences: while a clear
increase in the near-wall peak withReis present in case of the
DNS, the experimental data depict the opposite trend. This
can, however, completely be explained by insufficient spatial
resolution of the hot-wire probe (Örlü & Alfredsson, 2010).
DNS can be averaged in the spanwise direction in order to
examine the effect of the length of the measurement sensor
and thereby resemble the experimental data as demonstrated.
Available DNS data has very recently been utilised to simu-
late the effect of spatial averaging effects of hot-wire probes
(seee.g.Örlü et al., 2010) as also demonstrated in the inset
of Fig. 4. Besides heuristic models that need to be calibrated
against available data, data-driven schemes utilising two mea-
surements with different wire length can be exploited to ob-
tain a very good estimate of the rms profile as apparent from
Fig. 5, but also obtain the difficult to measure spanwise Taylor
microscale (Segaliniet al., 2011).

The aforementioned comparison between DNS and ex-
perimental data has pointed out that DNS resembles the ex-
perimental data in integral, mean and higher order quantities
when spatial resolution effects are taken into account to a high
degree as demonstrated through the contour map of the prob-
ability density functions (PDF) depicted in Fig. 6 (Örlü &
Schlatter, 2011b). The advantage of having access to minutiae
details of the DNS and experimental data, and a consistent re-
evaluation of integral and statistical quantities highlights ev-
ery apparent difference between the data sets as something
worth to investigate. Such an apparent difference appearse.g.
in the viscous sublayer, a region difficult to explore experi-
mentally. Hot-wire measurements are known to be affected by
near-wall effects in the viscous sublayer which lead the mea-
sured mean velocity to appear higher than it actually is. The
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Figure 4. a) Inner-scaled mean streamwise velocity profile
and indicator function. Numerical (—) and experimental data
(�) for Reθ highlighted in Fig. 3, i.e. Reθ = 670, 1410,
2500, 4000. The upper limit of the overlap region, defined
as y+ = 0.1δ+

99, (•) as well asκ = 0.38 and 0.44 (– – –)
is given as well in the indicator plot (inset). b) Inner-scaled
turbulence intensity profile with inset enlarging the near-wall
peak region. Dashed lines represents spanwise averaged DNS
data in order to match viscous-scaled hot-wire length (i.e.
∆z+ ≈ L+).

detailed comparison of the PDF in Fig. 6 shows that the region
in which the hot-wire experiences additional heat losses to the
wall is not only a function of the wall distance, but depends
on the instantaneous velocity as well. Since the high velocity
fluctuations within the viscous sublayer follow the DNS (par-
allel contours) this part of the PDF can actually be exploited
to obtain an accurate estimate of the wall position and friction
velocity as demonstrated in Alfredssonet al. (2011a).

To conclude this section, Fig. 7 shows the rms of the wall
shear stress and wall pressure; both of these quantities have
been used as diagnostic quantities for turbulent wall flows.
As predicted by Alfredssonet al. (1988) and confirmed re-
cently by Örlü & Schlatter (2011a), a value forτ+

w,rms of
around 0.4 with a slight increase withReis found. Schlatter &
Örlü (2010a) proposed a relationτ+

w,rms= 0.298+0.018lnReτ
which agrees well with DNS data. Similarly, for the wall pres-
sure fluctuationsp+

w,rms, good agreement with the experimen-
tal correlation by Farabee & Casarella (1991) was demon-
strated by Schlatteret al. (2010b). For both quantities, the
recent simulation by Wu & Moin (2010) shows discrepancies
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Figure 5. Inner-scaled rms profiles forReθ = 4000. Profiles
with ∆z+ (equivalent toL+) of 22, 33, 49, 65 and 87, are
simulated by spanwise filtering of the DNS and are depicted
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method proposed by Segaliniet al. (2011) are given through
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Figure 6. Probability density distribution map of the stream-
wise velocity atReθ = 2500 for experimental (red) and DNS
(blue) data. Solid contours indicate 10, 30, 50, 70, and 90 %
of the local peak PDF value (centered dashed line), whereas
the outer dashed lines include all sampled velocity signals,i.e.
the maximum values of the pdf.

to most other data; the origin of this behaviour is unknown.

STRUCTURE OF THE BOUNDARY LAYER
In this section, several aspects of a turbulent boundary

layer relating to the structure of the turbulence are considered.
In particular, the appearance of scales of diverse size are dis-
cussed and its influence on the wall shear stress is shown to-
gether with a few two-dimensional spectral cuts through the
boundary layer.

Large and small scales
Probably the most ubiquitous feature of wall turbulence

is the appearance of streamwise elongated regions of alternat-
ing high and low speed. These so-called turbulent streaks are
located in the buffer layer (i.e. at aroundy+ ≈ 12), and inti-
mately relate to the near-wall regeneration cycle of wall tur-
bulence. Whereas these structures are dominating the whole
turbulent flow field at low to moderate Reynolds numbers, a
second spectral peak is slowly appearing for higher Reynolds
numbers, located further away from the wall,y/δ99 ≈ 0.1.
Whether or not this peak is becoming most dominant for large
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Figure 7. Wall pressure fluctuationsp+
w,rms (red) and wall

shear stress fluctuationsτ+
w,rms (blue). Present DNS,

© DNS by Simenset al. (2009), DNS by Wu & Moin
(2010).

Re is part of ongoing research (Alfredssonet al., 2011b).
In Fig. 8 a visualisation of a short part of the DNS data at
Reθ = 4300 is shown (Schlatteret al., 2010c); giving an im-
pression of the range of scales present at such Reynolds num-
bers. Taking the same data, and looking along the streamwise
coordinate as in Fig. 9 a large-scale corrugation of the bound-
ary layer edge is apparent; its spanwise wavelength is clearly
related to the thickness of the layer. Furthermore, from this
figure it can be inferred that the state of turbulence is depen-
dent on whether it lies directly below a large-scale low-speed
or high-speed region. This modulation of the near-wall scale
by the outer layer has been discussed and quantified ine.g.
Mathiset al. (2009) and Schlatter &̈Orlü (2010b).

Recent DNS results by Wu & Moin (2010) noted that – at
least at lowReclose to transition – the classicalhairpin vortex
as suggested by Theodorsen appears to be a dominant vortical
structure in the turbulent flow. In our data, close to where tran-
sition is initiated (Reθ < 800), indeed a “forest of hairpins”
could be observed. However, these highly organised struc-
tures quickly loose their coherency as the Reynolds number is
increased, and ate.g Reθ = 4300 (Fig. 8), the flow is domi-
nated by a more or less random conglomerate of vortex tubes
without clear large or small-scale hairpin vortices. Moreover,
conditional averaging was used close to the wall to identify
the most dominant instability mechanism, which turns out to
be of sinuous type in agreement with channels (Jeonget al.,
1997). An animated view of the turbulent boundary layer data,
and a discussion of the flow structures appearing close to tran-
sition as opposed to the fully turbulence state is provided in a
video (Schlatteret al., 2010a).

Wall shear stress
The turbulence right at the wall, namely the instanta-

neous wall shear stressτw, is an important quantity as it di-
rectly measures the amount of frictional force exerted on the
wall. On the other hand,τw is also modified by the turbu-
lence conditions further away from the wall,i.e. the (outer)
Reynolds number as discussed above. In a recent study of
the shear-stress fluctuationsτ+

w,rms (Örlü & Schlatter, 2011a),
prompted by the DNS of Wu & Moin (2010), we examined
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Figure 8. Visualisation of the structures in a turbulent
boundary layer by means of isocontours of negativeλ2 (Jeong
& Hussain, 1995); the colour code represents the wall dis-
tance. The middle of the visualised domain is located at about
Reθ = 4300.

Figure 9. Front view of a vertical slice through the boundary
layer atReθ = 4300 showing isocontours of negativeλ2; same
data as Fig. 8, real aspect ratio (height is about 1.2δ99). The
colour coding indicates streamwise velocity, ranging from
zero (blue) to one (red). The large-scale corrugation of the
boundary-layer edge plus the induced modulation of the near-
wall structures is clearly visible.

the time-histories of the boundary-layer DNS data. In Fig. 10,
PDFs and two-dimensional premultiplied spectra are shown.
It can be seen that classical viscous scaling provides a good
collapse of the PDF, except for a widening of the tails with
higherReθ . Interesting in that respect is that a region with
clearly negative shear stress (instantaneous flow reversal) ex-
ists. The occurrence is seldom (< 0.1%) but not negligible.

The premultiplied spectrum ofτw in Fig. 10b) gives an
explanation of why the total shear-stress fluctuation slowly
increases with Reynolds number (see previous discussion).
Inner scaling provides an excellent collapse for most of the
spectrum, except the upper right corner characterised by wide
(largeλz) and long-lasting (largeλt ) scales: It is exactly this
region which is progressively influenced by the large-scale
motion discussed in the previous section, and leaves its foot-
print on the wall shear stress. Similar observations have also
been reportede.g.from channel flow (Abeet al., 2004).

Spectral information
A further quantitative description of the distribution of

scales throughout the boundary layer can be obtained by con-

τ+
w

 P
D

F(
τ+ w

 )

−4 −2 0 2 4 6

10
−5

10
0

0 0.5 1 1.5 2 2.5 3
0

0.25

0.5

0.75

1

λ
t
+

λ z+

100 1000 10000

100

1000

a)

b)

Figure 10. a) Probability density function (PDF) ofτ+
w for

Reθ = 1100, 2500 and 4000. Inset depicts the same three
PDFs with a linear ordinate together with a lognormal PDF
(×) fitted to the three DNS data sets. Arrow indicates increas-
ing Reθ . b) Two-dimensional premultiplied spectra ofτ+

w for
Reθ = 1100, 2500 and 4000 as function of spanwise wave-
length and temporal period. Contour levels are chosen as 0.15,
0.4, 1.0, and 2.0, while the dashed line indicatesλ+

t = 10λ+
z ,

and the filled circlesλ+
z = Reτ .

sidering one- and two-dimensional spectra. As commonly
done, premultiplied spectra are used, since this provides a
convenient way to directly estimate the energy content when
plotted against a logarithmic abscissa. In Fig. 11 a one-
dimensional spectrum of the streamwise velocity atReθ =
4000 is shown. Clearly, the inner peak related to the wall-
layer streaks with typical spanwise size of about 120 plus
units (Schlatteret al., 2009) is most dominant. However,
with a spanwise scale of about 0.85δ99 a second isolated peak
appears (see also the LES data in Schlatteret al., 2010b).
Since a one-dimensional spectrum only provides scale infor-
mation integrated in time, it is also interesting to consider true
two-dimensional spectra in a (spanwise/time),λz/λt plane,
recorded at three wall-normal locations throughout the bound-
ary layer, see Fig. 12. Closest to the wall, Fig. 12a), the tur-
bulent streaks are obvious. Rescaling the time scale with an
appropriate convection velocity of the near-wall small scales,
the typical length of about 1000 plus units is recovered as ex-
pected. As for the wall shear stress, a weak outer peak is ap-
parent in the 2D spectrum. Moving away from the wall, Figs.
12b) and c), the range of excited spanwise and temporal scales

6



Figure 11. Premultiplied spanwise energy spectrum of the
streamwise velocity atReθ = 4000, scaled in inner units;
contour lines are separated by 0.4. The solid line indicate
y+ = λ+

z = δ+
99 = 1250, and the dashed linesy+ = 15, 75

andy/δ99 = 0.2 (see Fig. 12).

changes, but the outer peak retains its size in terms of outer
units,λz = 0.85δ99 andλt = 10U∞/δ99. The latter time can be
converted into a length scale by assuming a (large-scale) con-
vection velocity, giving approximatelyλx = 6δ99 which corre-
sponds well with experimental findings (Hutchins & Marusic,
2007) and previous LES (Schlatteret al., 2010b).

PASSIVE SCALARS
Scalar transport phenomena have been studied for a long

time due to their importance for combustion, mixing and
in environmental applications. However, in the literature
there are only few numerical works considering passive scalar
transport in flat-plate turbulent boundary-layer flows; reasons
are probably very similar as mentioned in the Introduction
related to a proper setup of a spatially developing boundary
layer. The first data were presented by Bell & Ferziger (1993)
considering three scalars:Pr being 0.1,0.71 and 2.0 up to a
low Reynolds number ofReθ = 700. Araya (2008) performed
a LES fromReθ = 2000 toReθ = 2400 withPr = 0.71. All
these simulations use variations of the recycling method to
generate turbulent inflow conditions. The only simulations
which contain also laminar-turbulent transition as discussed
above were performed by Liet al. (2009) up toReθ ≈ 850
(DNS), and by Wu & Moin (2010) up toReθ = 1950 with
Pr = 1.0. With a similar setup as the former DNS, a LES
was recently performed by Li & Schlatter (2011) reaching
Reθ ≈ 2500, in order to provide good reference data.

One of the most important coefficients for scalar trans-
port is the turbulent Prandtl number which is defined as the
ratio of the turbulent eddy viscosity to the eddy diffusivity.
Almost all turbulence models for scalar transport rely on the
turbulent Prandtl number in some way, thus a large body of
literature has been devoted toPrt , seee.g.the review by Kays
(1994). Assuming the so-called Reynolds analogy,Prt is usu-
ally assumed constant and of order unity; experimentally this
has been confirmed with good accuracy fory+ ≥ 50 with val-
ues of 0.85 in the log region and dropping to about 0.6 in the
wake region. However, contradictory results are observed for
y+ ≤ 50. Firstly, in the DNSs by Bell & Ferziger (1993); Li

a)

b)

c)

Figure 12. Two-dimensional premultiplied spectrum of the
streamwise velocity fluctuations measured atReθ = 4000 at
y+ = 15,75 andy/δ99 = 0.2. White lines indicateλz = 0.8δ99

andλt = 10U∞/δ99.

et al. (2009) and others, there is a mild upward “bulge” exist-
ing aty+ = 40−50. However, none of the experimental data
show such a “bulge”. Secondly, starting fromy+ = 20−30,
a substantial rise of the turbulent Prandtl number is observed
in most experimental data, whereas simulations only show a
very gentle increase starting fromy+ = 10−20, and saturate
to a constant wall-limiting value belowy+ ≈ 1. This con-
stant wall-limiting behaviour is also consistent with near-wall
asymptotics. Kays (1994) speculated that the main difference
between the experimental and the DNS results is the differ-
ence in the Reynolds number. Based on our current DNS and
LES data, however, it becomes clear thatReθ does not change
the near-wall behaviour significantly, see Fig. 13. The recent
DNS data by Wu & Moin (2010) atReθ = 1840,Pr = 1 is
also shown in the figure for comparison: Their near-wall be-
haviour is clearly different from all the other simulation re-
sults; it increases monotonically towards the wall and there is
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Figure 13. Turbulent Prandtl number. Simulation atReθ =

1840 (Li & Schlatter, 2011), Pr = 0.2, Pr =

0.71, Pr = 2.0 (in direction of the arrow). Wu & Moin
(2010).© Blackwellet al. (1972),⋄ Abeet al. (2004) (chan-
nel atReτ = 640).

a) b)

Figure 14. Spanwise two-point correlation of the wall heat
flux Rqwqw. a) Pr = 0.2; b) Pr = 2.0. Colours range from
−0.06 to 0.06, 0.85δ99 and 120 plus units.

no upward “bulge” aty+ = 40−50. It remains unclear why
there is such a difference, but given the importance ofPrt this
issue is certainly important to resolve.

The effect of the (molecular) Prandtl numberPr on the
scales present in the scalar field can be easily appreciated via
the spanwise two-point correlation of the wall heat fluxRqwqw

in Fig. 14 for two cases with different Prandtl numbers,i.e.
Pr = 0.2 and 2.0 (Li & Schlatter, 2011). Compared to the dis-
tribution of the wall shear stress, see Schlatteret al. (2009),
the picture is clearly different althoughPr is not far from
unity. For lowerPr, Fig. 14a) the first minimum in the wall
heat flux arises at∆z≈ 0.85δ99, indicating that the modulation
of qw due to the outer-layer structures is very dominant; the in-
ner peak corresponding to the near-wall streaks is absent from
the heat flux withPr = 0.2. The exact opposite behaviour can
be observed for highPr = 2.0: The dominant spanwise scale
is the inner peak (∆z+ = 120), and only weak modulation at
larger scales is visible.

FREE-STREAM TURBULENCE
A completely quiet free-stream is of course an idealisa-

tion of real cases in both engineering and nature. In partic-
ular in turbomachinery applications, high levels of ambient
free-stream turbulence (FST) intensityTu are often present.
A boundary layer developing below free-stream turbulence
will usually undergo rapid, so-called bypass transition, see
e.g. Matsubara & Alfredsson (2001), before reaching a tur-
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Figure 15. Relative increase of the skin-friction coefficient
cf and the Stanton numberSt versus the local turbulence in-
tensity atReτ = 300. ◦ cf , � St; Correlation from Ref.
Simonich & Bradshaw (1978): ∆cf /cf 0=2Tu,
∆St/St0=5Tu.

a) b)

Figure 16. Premultiplied spanwise energy spectra of
Φuu(λz)/u2

rms. a) Case without FST atReτ = 300. b) Lo-
calTu= 7% atReτ = 330. The colours range from blue (0.0)
to red (0.5). Contour lines are from 0 to 0.5 with spacing 0.05.

bulent state. However, sufficiently strong FST will continue
to affect the turbulent boundary layer even after transition.
The pioneering works in this field were performed by Brad-
shaw (1974). One primary observation is that the skin fric-
tion at the wall is measurably increased due to the FST. Sim-
ilarly, the Stanton numberSt describing the non-dimensional
heat flux, is increased at an even higher rate, implying that
the Reynolds analogy does not hold any longer when FST is
present. Our simulation results, presented by Liet al. (2010)
and also shown in Fig. 15, support this experimental finding;
local Tu of 6% increases the skin friction by roughly 20%.
Mean velocity profiles recorded with and without FST clearly
show that up to the logarithmic region the flow seems to be in-
sensitive to the FST, whereas the wake region is significantly
depressed with increasingTu. The connection to FST is given
by a reduced intermittency of the outer region due to the high
levels of ambient FST.

The change of the outer region due to FST is further illus-
trated by the premultiplied spanwise spectra, shown in Fig. 16.
Without FST, two distinct spectral peaks are observable as
previously discussed. Note that in Fig. 16 a scaling of the en-
ergy withurms has been chosen, whereas in Fig. 11 a scaling
with uτ was employed. With FST, however, the energy spec-
tra and in particular the dominating outer peak is changed, see
Fig. 16b). The most dominant peak appears now right at the
boundary-layer edge,y≈ δ95. Meanwhile, the spanwise scale
is increasing from aboutδ95 to 4δ95; with the chosen scaling
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the FST is clearly overshadowing the internal spectral com-
position of the boundary layer. This behaviour is similar to
recent experiments by Sharpet al. (2009). They reported that
the streamwise scale changes from 6δ99 to 15δ99.

CONCLUSIONS
In this review article, results obtained from simula-

tions of spatially evolving turbulent boundary layers are sum-
marised. In particular the spatial development of the flow
poses a few important challenges which have to be addressed:
Turbulence needs to be continuously fed into or generated in-
side the domain; the flow has to develop for a sufficiently long
distance until a fully-developed state has been achieved, and
large (long, wide and high) computational domains are neces-
sary for capturing the correct physics of the flow.

During the last years, at KTH Stockholm, we have con-
sidered turbulent boundary layers using various simulation
techniques. These studies culminated in a large DNS span-
ning the extended Reynolds-number rangeReθ = 180 to 4300
in a computational box discretised with about 7.5 billion grid
points. Results from this DNS have been carefully compared
to experiments obtained at comparableReθ , and excellent
agreement is obtained for both mean and fluctuating quanti-
ties. This clearly shows that, if both experiment and simu-
lation are performed with care and parameters are matched
exactly, very good agreement can be achieved.

Results are also presented pertaining to other aspects of
turbulent boundary layers, such as the appearance of coherent
structures in the outer layer and their influence on the wall
shear stress and two-dimensional spectra. It is shown that
these structures scale in outer units and are about 0.8δ99 wide
and persist for 10U∞/δ99 time units; clear footprints of these
structures are found starting from the wall up to the edge of the
log region. However, no hairpin vortices at higherRecould be
detected in our data.

Finally, recent simulations pertaining to scalar transport
are discussed. It is shown that the turbulent Prandtl number
indeed reaches a constant value close to unity at the wall, with
a weakPr influence. Further, the influence of free-stream tur-
bulence on the boundary layer is summarised, and it is shown
that the heat and momentum transfer is significantly increased
by ambient disturbances. The outer peak of the boundary
layer is completely changed under these conditions.

Data obtained from these simulations is available online
onwww.mech.kth.se/˜pschlatt/DATA/ .
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