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ABSTRACT

Direct numerical simulation (DNS) of a turbulent flow

over an axisymmetric hill has been carried out. The aim

is to study three-dimensional flow separation and reattach-

ment that occur on the lee-side of a curved geometry such

as a hill shape. Simulation considers the flow conditions

at Mach number of M=0.6 and the Reynolds number of

Re=500, based on the free-stream quantities and the incom-

ing boundary layer displacement thickness. The computa-

tional domain follows an existing wind tunnel test with the

inlet distance adjusted for different inflow condition treat-

ments. A total of three simulations are performed on the

coarse and the fine grids, and a synthetic method is used

for the generation of the inflow conditions. For coarse grids,

simulations are carried out using both the synthetic method

for inflow generation and the feed-in inflow data from a

precursor computation. The results have shown good agree-

ments between the two treatments, confirming the feasibility

of using the feed-in inflow data technique. For fine grids,

the resolutions are Δx+ = 12.5, Δz+ = 6.5, and Δy+
1 = 1.0

with about 10 points in the viscous sublayer. Not surpris-

ingly, further detailed flow structures and its development

around the hill have been captured, which are quite differ-

ent from those observed in the coarse grid simulations. It

is found that a small separation bubble exists at the foot of

the wind-side of the hill and the boundary layer flow lami-

narization occurs around the crest of the hill. These lead to

different flow separation topologies in the lee-side of the hill,

where a larger primary separation bubble embedded with a

smaller secondary separations have been captured. Simula-

tion results at this low Reynolds number could be used for

future experimental validation studies.

INTRODUCTION

Three-dimensional flow separations can be found in many

engineering flow applications, ranging from low-speed liquid

flows to high-speed air flows. In order to understand the

underlying flow separation mechanism, experimental and nu-

merical studies have been carried out by many researches

for flow over an obstacle, particularly the curved geometry.

Despite of these efforts, our current understanding is still

quite limited due to the complicity of this kind of flow sep-

aration (e.g. there is non-fixed separation points for flow

over a curved-body). Furthermore, the flow contains some

complicated three-dimensional separation topologies and of-

ten associated with high-level of unsteadiness. These will

cause certain difficulties for accurate experimental measure-

ments of the near wall flow properties. Recent advancement

in computing power and numerical algorithm has made it

possible to study this kind of complex flow by numerical

computations and the direct numerical simulation (DNS) is

an ideal methodology, in which the spacial and the temporal

development of the turbulent flow can be simulated without

intervene ad hoc turbulence models.

The problem of turbulent flow over an axisymmetric hill

was originally proposed and experimentally studied by Simp-

son et al. (2002) at a high Reynolds number of 1.3 × 105,

based on the free-stream quantities and the hill height.

Later, numerous numerical investigations have been carried

out by various modeling approaches, e.g. URANS and LES

(Tessicini et al., 2007, Patel et al., 2007, and Wang et al.,

2004) at either full or reduced experimental Reynolds num-

ber. To author’s knowledge, there is no published work on

DNS of the hill flow, simply because of the high Reynolds

number requires huge amount of computer resources that is

difficult to meet even with the current HPC resource. How-

ever, simulation at a reduced Reynolds number (Patel et al.

2007) is feasible and the results are also valuable to enhance

our current understanding on this complex flow configura-

tion. Hence, this study considers simulations at Reδ∗=500

(i.e. 1/20 of the experimental condition) and results will be

compared qualitatively with those from the high-Re experi-

ment. The low Reynolds number used in simulation will lead

to a thicker boundary layer, thus increases the possibility of

flow re-laminarization, particularly in the favorite pressure

gradient region, i.e. the wind-side of the hill. If it happens,

it will have influences on the downstream flow separations,

which are the most important feature in the hill flow.

In the simulation of a spatial-developing turbulent flow,

particular attentions are required on the quality of the inlet

condition (Tessicini et al., 2007). For the hill flow simula-

tion, the inflow profile is influential on the simulation results

as discussed by Li et al. (2005). It was concluded that

given the upstream turbulent mean velocity profile agreed

well with the experimental data, any uncorrelated fluctua-

tions introduced will still lead to the inaccurate development

of the boundary layer over the hill. Thus, in order to en-

sure the good quality of inflow data at given conditions, a

separate precursor computation of a zero-pressure gradient

turbulent boundary layer is often used and validated against

the benchmark results. Then time sequence of instantaneous
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flow data can be stored for the follow-up main simulations.

In this study, two inflow treatments are considered, one

with the feed-in data from a precursor simulation and the

other with the embedded inflow generator. Comparison of

two approaches will be made to validate the proposed data

feed-in technique. Simulation considers the Mach number

of M=0.6 and the Reynolds number of 500; the former

can permit larger time step for simulation using the com-

pressible solver and the latter will significantly reduce the

required computer resources. The Mach number effect has

been studied previously by Cui et al. (2003) on a channel

flow configuration and it was concluded that the compress-

ibility effect is not very significant on the results. Simulation

results at the low-Re will be compared with the high-Re ex-

periment qualitatively such as the flow topologies. Some

quantitative turbulence properties will be presented as well.

GOVERNING EQUATIONS AND THE FLOW SOLVER

The non-dimensional form of three-dimensional com-

pressible Navier-Stokes equation in the Cartesian coordinate

system can be written as

∂ρ
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where xi, xj are the Cartesian coordinates, t is the time

variable. The free-stream quantities are used for the dimen-

sionalization and the non-dimensional physical variables are

ρ the density, ui, uj the velocity components, p the pres-

sure, T the temperature, and E the total energy. The τij is

the shear stress tensor, μ the dynamic viscosity (calculated

by using the power law μ = T ω with ω = 0.76), Re the

Reynolds number (defined as Reδ∗ = ρ∞u∞δ∗/μ∞, where

δ∗ is the inflow boundary layer displacement thickness), Pr

the Prandtl number and M the Mach number (defined as

M = u∞/c∞, where c∞ is the free-stream sound speed),

respectively.

An in-house DNS solver (SBLI) is used in this study. The

code uses the high-order finite difference technique with the

curvilinear body-fitted grids in the Cartesian coordinate sys-

tem for curved geometry treatment. The spatial derivatives

(both convective and diffusion terms) are approximated by

using the 4th-order central scheme for the interior grid points

and a stable high-order boundary scheme based on the sum-

mation by parts (SBP) approach of Carpenter et al. (1999)

for the boundary grid points. A three-step compact Runge-

Kutta algorithm is used for the time integration. For shock

capturing, the TVD scheme is applied. One unique feature

of this code is the application of the entropy splitting con-

cept(Sandham, et al. 2002)to improve numerical stability,

which is very important for a DNS solver that often requires

extremely longer run time to achieve the statistically con-

verged results. The code has been parallelized using the

MPI library with very good scalability performance at var-

ious high-performance computing platforms. The code has

been re-engineered recently with comprehensive verification

and validation studies. More details can be found in Yao et

al. (2009).

PROBLEM DEFINITION AND BOUNDARY CONDITIONS

Figure 1 gives the sketch of the hill flow configuration,

where H is the hill height, and Lx, Ly , Lz are dimensions of

the computational domain.

Figure 1: Sketch of the hill flow configuration.

The hill shape is defined as (Simpson et al. 2002)

y(r)

H
= −β[J0(Λ)I0(rΛ/a) − I0(Λ)J0(rΛ/a)] (4)

where y(r) is the shape function of the radius r. The

coefficients are β=1/6.048, Λ=3.1926, a=2H. The J0 and

I0 are the Bessel and modified Bessel functions, respectively.

This defines a hill geometry of H in height at the center and

2H in radius at the ground surface.

The center of the hill is at 4.4H from the inlet plane

for simulation with the feed-in inflow data from a precur-

sor simulation, and this distance is increased to 8.4H for

simulation without using the precursor inflow data. The dis-

tance between the center of the hill and the domain outlet

is fixed as 11.6H, resulting in the streamwise domain length

of Lx = 16H or Lx = 20H for simulations with and without

the precursor inflow data. The domain height is fixed as

Ly = 2.305H and the domain width Lz = 8.62H which is

wider enough to have a wide range of turbulent fluctuations

frequencies.

The boundary conditions are defined as follows: a no-slip

condition for the wall and the hill surfaces; a fully-developed

turbulent boundary layer at inlet plane (either by the feed-

in precursor inflow data or by synthetic method embedded

in the simulation); a non-reflecting characteristic condition

at the outlet and upper surfaces; and periodic condition for

side walls in the spanwise direction.

The inflow condition is generated by using the synthesis

method (Klein et al. 2003) either embedded into the hill flow

simulation or used for a separate precursor boundary layer

simulation then applying the data feed-in technique for the

main hill flow simulation as described in the next section.

TURBULENT BOUNDARY LAYER SIMULATION

A precursor turbulent boundary layer flow simulation at

the same flow conditions as those for the hill flow simulation

is carried out to generate the inlet conditions. The precursor

simulation domain is 50δ∗, 10δ∗ and 8δ∗ in the streamwise

(x), the wall normal (y) and the spanwise (z) directions,

where the δ∗ is the displacement thickness of the boundary

layer at the inlet. A grid of 119×61×71 points is used, uni-

formly distributed in the x, z directions and stretched in the

y direction. Based on the inflow conditions, the estimated

grid resolutions are Δx+ = 11.09, Δz+ = 6.24 and the first

point in the wall normal direction is about Δy+
1 = 0.99

with a total of 10 points in the viscous sublayer region. To

reduce the computational time, the precursor simulation is
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normally using a narrow domain (Lz = 8δ∗ in this case),

but large enough for the development of the boundary layer.

A two-point correlation is often used to find out the mini-

mum width required for the computation and this has been

confirmed in present simulations.

A synthetic approach of the digital filter technique (Klein

et al. 2003) has been used. In this method, turbulent

boundary layer properties (both the mean velocity and the

Reynolds stress profiles) are prescribed, along with artifi-

cially generated random numbers as white noise. A filter

procedure is then used to retain the appropriate values to

reproduce the desirable turbulent correlations for given con-

ditions.

The precursor simulation starts with a uniform flow field

and after initial transient stage of about 100 time units (i.e.

two through flows), statistic samples are collected for every

100 time units until the ’statistical’ convergence achieved.

This normally takes about 400 time units (i.e. 8 through

flows).

y+
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Figure 2: Mean streamwise velocity U+ at x/δ∗=45.
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Figure 3: Turbulence intensities at x/δ∗=45.

The mean velocity U+, the RMS of the turbulence in-

tensities (urms, vrms, wrms) and the Reynolds stress (〈uv〉)

variations are shown in Figures 2 and 3, where y+ is the

y-coordinate in the wall unit and δ is the boundary layer

thickness and the variables are normalized by the friction

velocity uτ . The results are compared with the benchmark

DNS data of Spalart (1988) at the same Reynolds number. It

can be seen that the overall agreements are quite good, with

slightly over-prediction in the wake region of the mean ve-

locity profile and the streamwise turbulence intensity urms.

The simulation results at x/δ∗ �45 are saved at every

5-iteration intervals. This will result in a time sequence of

two-dimensional instantaneous flow at a cross-section. In

general, the precursor simulation has smaller cross-section,

and the data needs to be manipulated by copying onto the

inlet plane of the main simulation domain. The uniform free-

stream conditions are applied for the region above the upper

surface of the precursor simulation (i.e. y > 10δ∗ in present

study). During the simulation, the time interpolations are

also required. Figure 4 gives the diagram of the interface

between the precursor simulation and the main simulation.

Figure 4: Diagram of interface of precursor-hill simulation.

TURBULENT FLOW OVER THE HILL

Simulations of a turbulent flow over the hill have been

carried out with three cases; test I with the embedded inflow

conditions generation in the simulation, test II with the

feed-in inflow conditions from a precursor simulation, and

test III with the feed-in inflow data but on fine grids. The

grid resolution for all three tests is given in Table 1:

Table 1: Resolution of test cases.

test Nx,Ny,Nz Δx+ Δy+ Δz+

I 128,70,120 57.06 11.26∼28.72 26.22

II 120,70,120 48.69 11.26∼28.72 26.22

III 480,160,480 12.17 1.06∼25.37 6.55

The estimations are based on the prescribed inflow profile.

For tests I and II, simulations are under-resolved by a factor

of 4 in both the streamwise and spanwise directions and the

first grid point is just above the sublayer. In contrary, test

III has good grid resolutions in the streamwise and spanwise

directions and there are about 8∼10 points in the viscous

sublayer.

The inflow boundary layer thickness is about 6.5δ∗, based

on the precursor simulation. For the hill simulation, the hill

height H is roughly about 2δ, i.e. H = 13.0δ∗. This leads to

the simulation Reynolds number based on the hill height H

about ReH � 6500, about 1/20 of the experiment Reynolds

number.

Coarse grid results

Two coarse grids tests are carried out; test I runs with

an extended inflow domain with the synthetic method used

at the inlet and test II uses the feed-in flow data from a pre-

cursor simulation as inflow conditions at the inlet. For both

cases, after initial transient runs of about 300 time units,

statistics data are collected for further 900 time units. Fig-

ure 5 gives the comparison of the separation bubble bound-

ary. It can be seen that results from two tests agree well

and small wiggles observed near the reattachment region

are likely associated with the coarse grid resolution. This

confirms that the feed-in technique works well and the same

method will be used for the fine grid test III described later.

Figure 6 shows the contours of the pressure coefficient Cp

on the wall surface. It can be seen that the Cp increases at

the wind-side of the hill and decreases at the lee-side of the

hill. Downstream in the wake region, the pressure recovers.

The predicted minimum Cp happens around the top of the

hill and, after about x/H = 2, it increases again with higher

value in central area downstream of the hill. These features

are in qualitatively good agreement with those observed by

Simpson et al. (2002) in the high-Re experiments.

The lee-side flow separation bubble can be seen in Figure
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Figure 16: Flow structures at λ2=0.035 from coarse grid

simulation.

K =
νe

U2
e

∂Ue

∂x
(6)

where the ’e’ represents the boundary layer edge and

the criterion for flow laminarization occurs roughly at K >

3×10−6. For present hill simulation, the K variation is eval-

uated at the top boundary of the domain (i.e. y = 3.205H).

The results shown in Figure 17) confirms that the K value

has indeed exceeded the given criteria for laminarization. It

is believed that the flow laminarization contributes to the

larger separation bubble seen in Figure 10.

x/H

K

0 5 10

-4E-06

-2E-06

0

2E-06

Figure 17: Laminarization parameter K variations at y =

3.205H.

CONCLUSION

Direct numerical simulation of a turbulent flow over an

axisymmetric hill shape is performed. Simulation considers

a low Reynolds number 500, which is about 1/20 of the ex-

periment condition. Despite this difference, simulations are

still able to capture the dynamic flow behavior and the key

flow topologies in the separation region, in good qualitative

agreement with the high-Re test. However, the predicted

flow separation bubble at present low-Re seems much larger

in size compared to that observed in the high-Re experi-

ment. The simulation also reveals a small separation at the

wind-side of the hill near the foot and a secondary separa-

tion bubble embedded inside a primary large bubble at the

lee-side of the hill. It is found that the flow laminarization

occurs in the vicinity of the crest of the hill. Consequently,

this will alter the flow development and contribute to the

earlier flow separation and the larger bubble. These find-

ings are useful for future experimental validation study at

low Reynolds number.
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