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ABSTRACT

The use of probability density function (PDF) methods

for turbulent combustion simulations is very attractive be-

cause arbitrary finite-rate chemistry can be exactly taken

into account. However, many real flames involve a variety

of mixing regimes (non-premixed, partially-premixed and

premixed turbulent combustion), and the development of

PDF methods for partially-premixed and premixed turbu-

lent combustion turned out to be a very challenging task.

The extension of the range of applicability of PDF methods

to the fast flamelet chemistry of turbulent premixed flames is

shown in this work. It is worth noting that the same method-

ology can be used in corresponding filter density function

(FDF) methods.

INTRODUCTION

The extension of Reynolds-averaged Navier-Stokes

(RANS) equations by probability density function (PDF)

methods (Pope, 1985; Heinz, 2003) has significant advan-

tages for turbulent reacting flow simulations due to the fact

that there is no need to involve approximations of uncertain

generality to close chemical reaction rates. The same advan-

tage is given by the generalization of large eddy simulation

(LES) methods by filter density function (FDF) methods

(Colucci et al., 1998). FDF methods are usually more ac-

curate but also more expensive than PDF methods. Due

to the exact treatment of chemical reactions, the perfor-

mance of PDF and FDF methods is essentially determined

by the modeling of the transport of scalars (e.g., species mass

fractions and temperature). Such scalar transport models

involve two ingredients: a scalar mixing frequency model

that determines the characteristic time scale of mixing, and

a scalar mixing model that describes the change of the PDF

of a scalar (Fox, 2003).

Most of the previous applications of PDF and FDF meth-

ods were related to simulations of non-premixed turbulent

combustion. In this case, the characteristic length and time

scales of scalar fields are usually larger than the characteris-

tic length and time scales of turbulent motions. Correspond-

ingly, the scalar mixing frequency can be assumed to be

controlled by the frequency of large-scale turbulent motions.

The performance of scalar mixing models for non-premixed

turbulent combustion is relatively well investigated. Mitarai

et al. (2005) compared predictions of different mixing models

to the results of direct numerical simulation (DNS). Merci

et al. (2006) and Xu and Pope (2000) studied various scalar

mixing models in turbulent natural gas diffusion flames.

Applications of PDF and FDF methods to premixed tur-

bulent combustion are more complicated than calculations

of non-premixed turbulent combustion. The appearance of

fast flamelet chemistry may result in very thin reaction zones

such that scalar mixing can take place on scales which are

much smaller than all scales of turbulent motions (Anand

and Pope, 1987; Mura et al., 2003). Correspondingly, there

exist only a few applications of PDF methods to premixed

flames. To overcome problems of earlier approaches, Mura

et al. (2003) recently suggested a PDF model where the

outer parts of the flame structure (reactants side and prod-

ucts side) are described by a standard scalar mixing model

whereas the inner part (the reaction zone) is described by a

flamelet model. However, this approach is complicated and

related to several questions (e.g. regarding the matching of

both combustion regimes). The scalar mixing frequency is

provided via a transport equation for the scalar dissipation

rate, which is constructed by adding effects of chemical re-

actions to corresponding equations for non-reacting scalars.

The model of Mura et al. (2003) requires the adjustment

of six parameters to the flow considered, the modeling of

the dissipation rate of non-reacting scalars does not agree

with many other models (Sanders and Goekalp, 1998), and

there are questions regarding the inclusion of chemical reac-

tion effects. More recently, Lindstedt and Vaos (2006) and

Cha and Trouillet (2003) developed models that relate the

scalar mixing frequency of reacting scalars to the character-

istic frequency of turbulent motions and the scalar mixing

frequency of non-reacting scalars, respectively. Both ap-

proaches use flamelet ideas in conjunction with several other

assumptions: e.g., the assumption of a local equilibrium be-

tween production and dissipation, and the assumption of

local homogeneity and isotropy.

In this work, we present a new model for the scalar mix-

ing frequency. The model is constructed such that the scalar

variance is conserved. Details on the model derivation and

characteristic features can be found elsewhere (Stöllinger

and Heinz, 2007). The performance of this new model is

demonstrated by application to PDF simulations of three

turbulent premixed Bunsen flames.

THE FLAMES CONSIDERED

The turbulent premixed F1, F2, and F3 flames studied

experimentally by Chen et al. (1996) are considered to in-

vestigate the performance of the PDF modeling approach.

The three highly stretched stoichiometric methane-air flames

cover a range of Reynolds and Damköhler numbers. Based

on an order of magnitude analysis Chen et al. (1996) found

that all three flames are located in the distributed reaction

zones regime. In particular, the F1 flame is located at the

borderline to the well stirred reactor regime, and the F3

flame is located at the borderline to the flamelet regime. Due

to the simple configuration, the broad range of combustion

conditions, and the high quality experimental database, the

three flames considered are well appropriate to investigate

the performance of PDF methods for premixed turbulent

combustion.

The three flames are generated with the same burner.

Table 1 presents the mean nozzle exit velocities, the cor-

responding Reynolds numbers, and the centerline turbulent

kinetic energy values. The burner design is shown schemat-
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Table 1: Global operating characteristics of the F1, F2, and

F3 flames (Chen et al., 1996). The Reynolds number Re is

calculated on the basis of the nozzle diameter D = 12mm

and bulk velocity U0. k0 denotes the centerline turbulent

kinetic energy at the nozzle exit.

Flame F1 F2 F3

Equivalence ratio 1.0 1.0 1.0

Reynolds number 52500 40300 24200

U0 [m/s] 65 50 30

k0 [m2/s2] 12.7 10.8 3.82

ically in figure 1. The burner consists of a nozzle with

diameter D = 12mm for the main stream which is sur-

rounded by a large pilot stream to stabilize the turbulent

main jet flame. The laminar pilot stream is generated by

an array (1165 holes of diameter 1 mm) of small jets issued

through a cooled perforated plate. Both streams have a sto-

ichiometric methane-air mixture (equivalence ratio Φ = 1).

The burner is surrounded by air at rest. The outer air is

entrained into the three flames at axial positions 3D-5D,

changing the flame brush to non-perfectly premixed. The

experimental database includes radial profiles of the mean

velocity, the turbulent kinetic energy, mean and variance of

the temperature, and the mean mass fractions of the major

species CH4, O2, CO2, H2O and minor species CO, H2, OH.

The error in the measurements of the mean velocity is es-

timated to be less than 1%, and the error of the mean

temperature is expected to be less than 10%. The error

in the measurements of the major species is between 8% to

15%, and the error regarding the minor species is within 20%

to 25%.

Figure 1: The burner design.

FLAME SIMULATIONS

The hybrid PDF-RANS approach was used to simulate

the turbulent premixed flames described in the previous sec-

tion. The evolution of the scalar PDF Fθ(θ; x, t) is governed

by the following transport equation, Heinz (2003):

∂ 〈ρ〉Fθ

∂t
+

∂ 〈ρ〉ui Fθ

∂xi
=

∂

∂xi

� 〈ρ〉 ν
Scα

∂Fθ

∂xi
− 〈ρ〉u′′i |θ Fθ

�

−∂ 〈ρ〉 (ωαMα + Sα) Fθ

∂θα
(1)

where θ denotes the sample space variable of the scalars, 〈ρ〉
denotes the ensemble averaged mass density, ν denotes the

Favre averaged molecular viscosity, Scα denotes the Schmidt

number and a Favre decomposition ui = ui + u
′′
i for veloci-

ties is used. The chemical source term Sα is treated exactly

whereas closure assumptions for the conditional turbulent

scalar flux u
′′
i |θ, the scalar mixing model Mα and the scalar

mixing frequency ωα are required. The conditional turbu-

lent scalar flux is determined by the velocity-scalar PDF

transport equation. Accordingly, the conditional turbulent

flux is modeled by a gradient diffusion assumption,

u
′′
i |θ Fθ = − νt

Sct

∂Fθ

∂xi
. (2)

Here, νt denotes the turbulent viscosity which is provided by

a turbulence model, and Sct refers to a constant turbulent

Schmidt number. The scalar mixing term Mα in the scalar

PDF equation (1) was closed by adopting the IEM mixing

model Mα = −(θα − φα) (Dopazo and O’Brien (1974)).

The standard model for the scalar mixing frequency is given

by ωα = Cα/2τ , where Cα = 2 and τ denotes the time

scale of the large-scale turbulent motions. It was shown by

Mura et al. (2003) and Lindstedt and Vaos (2006) that the

standard model for the scalar mixing frequency is not ap-

propriate for turbulent premixed flames with fast chemistry.

To overcome this problem, we developed a new model for

the scalar mixing frequency based on the conservation of

the scalar variance. Details on the derivation of the model

can be found in Stöllinger and Heinz (2007). The equation

for the scalar mixing frequency reads:

ωα = − 1

2φ′′2α

D̄φ
′′2
α

D̄t
+

νt

Sctφ
′′2
α

∂φα

∂xk

∂φα

∂xk
(3)

+
1

2φ′′2α

∂

∂xk

 
νt + ν

Sct

∂φ′′2α

∂xk

!
+

S′′αφ′′α

φ′′2α

,

where D̄/D̄t = ∂/∂t + uk ∂/∂xk refers to the mean La-

grangian time derivative. The model for the scalar mixing

frequency (3), will further be referred to as variance con-

serving (VC) frequency model. By adopting these closures

for the conditional turbulent scalar flux u
′′
i |θ, the scalar

mixing model Mα and the VC model for the scalar mixing

frequency, the scalar PDF transport equation was solved in

conjunction with RANS equations for the mean conservation

of mass, momentum and energy. The realizable k− ε turbu-

lence model of Shih et al. (1995) was applied to provide the

turbulent kinetic energy and characteristic frequency 1/τ of

large-scale turbulent motions.

The scalar PDF transport equation was solved numeri-

cally by Monte Carlo simulation. The corresponding equa-

tions for particle positions x∗i and compositions φ∗α are given

by (Heinz, 2003)

dx∗i
dt

= ūi +
1

〈ρ〉Sct

∂〈ρ〉 (νt + ν)

∂xi
+

s
2(νt + ν)

Sct

dWi

dt
, (4)

dφ∗α
dt

= −ωα(φ∗α − φα) + Sα(φ). (5)

dWi/dt denotes the derivative of the ith component of a

vectorial Wiener process. The Gaussian process dWi/dt is

fully determined by its first two moments:

�
dWk

dt

�
= 0,

*
dWk(t)

dt

dWl(t
′
)

dt

+
= δklδ(t− t

′
). (6)

Here, δkl is the Kronecker delta and δ(t−t
′
) is the delta func-

tion. The scalar mixing frequency is calculated according to
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(3) for the fuel (CH4) mass fraction because combustion

takes place only if fuel is available. The equations are solved

numerically by a mid-point rule in order to achieve second

order accuracy in time. The time step is determined from a

local time stepping procedure (Muradoglu and Pope, 2002).

Averages of scalar quantities are calculated by a weighted

summation over particles in a cell. For example, the term

S′′αφ′′α is calculated by a summation
PNp

i=1 Sα(φ∗i)(φ∗i
α −φα)

over all Np particles in a cell. The number of particles per

cell is set to 80. A higher number of particles per cell was

found to have no effect on simulation results. The statisti-

cal error is further reduced by averaging over the last 100

iterations. The RANS equations were solved by a second or-

der upwind method. All computations presented have been

performed by using the finite volume FLUENT code.

The chemical reaction rates Sα(φ) are provided by a

skeletal chemical mechanism DRM22 (Kazakov and Fren-

klach, 2000) consisting of 23 species (H2, H, O, O2, OH,

H2O, HO2, H2O2, CH2, CH2(S), CH3, CH4, CO, CO2,

HCO, CH2O, CH3O, C2H2, C2H3, C2H4, C2H5, C2H6,

N2) and 104 elemental reaction. The suitability of the

DRM22 mechanism will be demonstrated in the next section

by comparisons with results obtained with the full GRI-2.11

mechanism (Smith et al., 2000). The composition change

due to chemical reactions is treated by the in situ adaptive

tabulation (ISAT) method developed by Pope (1997).

The equations were solved on a 2-dimensional axisym-

metric domain. The domain extends up to 20D downstream

(axial direction) from the nozzle exit plane and 6.5D in ra-

dial direction to allow entrainment of the ambient air. The

domain is discretized into 220×70 (axial by radial) cells. The

grid is non-uniform to improve the accuracy of computations

in the flame region. The grid independence of the solution

has been checked by comparison with results obtained on a

260× 100 grid.

The inlet profiles for the axial velocity and turbulent

kinetic energy at the jet inlet have been taken from the

experimental database of Chen et al. (1996). The pro-

file for the turbulent dissipation rate has been calculated

from the profile of the turbulent kinetic energy and mea-

surements of the lateral length scale llat by adopting the

relation ε =
p

2k/3/llat. The pilot composition was cal-

culated from the chemical equilibrium of a stoichiometric

methane-air mixture with 20% heat loss.

To reduce the computational time, the simulations were

performed in two steps. First, a laminar flame model (see

FLUENT (2006)) was used to generate realistic initial condi-

tions for PDF simulations. The PDF simulations were then

initialized with the results from the laminar flame model.

Such a use of realistic initial conditions increases signifi-

cantly the convergence rate of the PDF simulations. The

computations have been performed parallel on four 2.8GHz

Opteron processors each equipped with 4GB of SDRAM.

The computational time required for a converged solution

(involving approximately 30 000 iteration steps) was about

15 hours.

SIMULATION RESULTS

Radial profiles of the normalized mean axial velocity

U/U0 are presented in figure 2 at different axial positions

h = x/D. The mean axial velocity U = u1 is normalized by

the bulk velocity U0 = 30, 50, 65 m/s for the F3, F2, and F1

flames, respectively. The overall agreement between sim-

ulation results and measurements is excellent. The thermal

expansion within the turbulent jet can be recognized by the
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Figure 2: Normalized mean axial velocities U/U0 for the

F3, F2, and F1 flames. Dots denote experimental results of

Chen et al. (1996), and lines denote simulation results.
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Figure 3: Normalized turbulent kinetic energy k/k0 for the

F3, F2, and F1 flames. Dots denote experimental results of

Chen et al. (1996), and lines denote simulation results.

increase of the axial velocity at radial positions r/D > 0.5

along the x-axis for all three flames. As a result of this

expansion, the shear layer (which is roughly located at the

position of the maximum gradient of the mean axial velocity)

is pushed outward in radial direction. This trend can also

be seen in figure 3 where radial profiles of the normalized

turbulent kinetic energy k/k0 (k0 = 3.82, 10.8, 12.7 m2/s2

for the F3, F2, and F1 flames, respectively) are shown. The

peaks of the turbulent kinetic energy k are shifted outward

for increasing axial positions. The results for the higher

Reynolds number F2 and F1 flames agree very well with the

measurements whereas an overprediction of the turbulent ki-

netic energy can be seen regarding the F3 flame, especially

close to the burner head. Similar overpredictions have been

reported by Lindstedt and Vaos (2006). The F3 flame was

also studied by Pitsch and De Lageneste (2002) by using LES

in combination with a level set approach. Their turbulent

kinetic energy results show a better agreement at h = 2.5

but a similar disagreement at h = 6.5. The F3 flame has the

lowest axial velocity and the highest temperature. Thus,

low Reynolds number effects which are not accounted for in

the k− ε model applied may be the reason for the turbulent
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Figure 4: Mean reaction progress variable C for the F3, F2,

and F1 flames. Dots denote experimental results of Chen

et al. (1996), and lines denote simulation results.

kinetic energy overprediction.

Figure 4 shows radial profiles of the mean reaction

progress variable C = T −Tu/(Tb−Tu) at different axial po-

sitions for the three flames considered. Here, T is the mean

temperature, Tb = 2248 K is the adiabatic flame tempera-

ture and Tu = 298 K is the temperature of the surrounding

air. The simulation results of the F3 flame agree very well

with the measurements. This agreement indicates that the

new VC frequency model is well applicable to flamelet con-

ditions. The F2 and F1 flame simulation results show an

overprediction of the progress variable at h = 2.5. Lindst-

edt and Vaos (2006) found a similar overprediction in their

F1 flame simulations using the same pilot inlet conditions.

A reason for the observed overprediction of the temperature

close to the burner exit regarding the F2 and F1 flames could

be given by the complex interaction between the turbulent

jet and laminar pilot stream. Such flow conditions are rather

difficult to predict within the RANS framework. LES results

for the F2 and F1 flames could clarify whether this is indeed

the reason for the observed overprediction. However, such

LES results have not been reported so far. Possibly, a bet-

ter agreement between simulation results and measurements

may be obtained by adopting refined inlet conditions (e.g.,

a reduction of the pilot inlet temperature regarding the F2

and F1 flames).

Figure 5 shows simulation results of the mean oxygen

mass fraction YO2 . The oxygen concentration is well pre-

dicted in all three flames. The entrainment of surrounding

air is clearly visible in figure 5. It is most intense in the high-

est Reynolds number F1 flame due to the high turbulence

intensity. Mean mass fractions of the product species YH2O

and YCO2 are shown in figures 6 and 7, respectively. The

H2O concentration results agree very well with the mea-

surements for all three flames. The CO2 concentration of

the F3 flame is also well predicted whereas the F2 and F1

flame results display a slight CO2 underprediction. Figure 8

presents radial profiles of the mean CO mass fraction YCO.

This figure shows for all three flames a significant overpredic-

tion of CO which increases downstream. This finding could

explain the underprediction of the CO2 concentration in the

F2 and F1 flames: the slightly too high temperature levels

in the F2 and F1 flame simulations imply high CO levels

and a corresponding slower oxidation of CO to CO2. The

CO overestimation in the F3 flame cannot be explained in
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Figure 5: Mean O2 mass fraction YO2 in percent for the

F3, F2, and F1 flames. Dots denote experimental results of

Chen et al. (1996), and lines denote simulation results.
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Figure 6: Mean H2O mass fraction YH2O in percent for the

F3, F2, and F1 flames. Dots denote experimental results of

Chen et al. (1996), and lines denote simulation results.

such a way since the temperature and CO2 levels are well

predicted. Similar high CO levels have been reported by

Lindstedt and Vaos (2006). The estimated error in the mea-

surements of Chen et al. (1996) regarding the minor species

CO and OH is between 20% and 25%. Thus, the errors of

measurements cannot explain the overpredictions of up to

100% which are observed in the simulations. Simulations

with the full GRI 2.11 mechanism do not improve the CO

predictions (see the discussion of the influence of differently

complex chemical mechanisms in the following paragraph).

Given the relatively well predictions of all the other species it

is unclear which reason may cause the observed discrepancy

between CO measurements and simulation results.

The influence of differently complex chemical mecha-

nisms and finite-rate chemistry effects on the predictions

of transported PDF methods have been studied in previ-

ous investigations, see for example Masri et al. (2004) and

Lindstedt et al. (2004). Two different chemical mechanisms

have been applied here to study the influence of the chem-

istry scheme: simulation results obtained with the DRM22

skeletal mechanism are compared in figure 9 with results

obtained with the full GRI 2.11 mechanism. CO and OH
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Figure 7: Mean CO2 mass fraction YCO2 in percent for the

F3, F2, and F1 flames. Dots denote experimental results of

Chen et al. (1996), and lines denote simulation results.
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Figure 8: Mean CO mass fraction YCO in percent for the

F3, F2, and F1 flames. Dots denote experimental results of

Chen et al. (1996), and lines denote simulation results.

mass fractions of F3 flame simulations are shown to address

the overestimation of CO predictions and sensitivity of the

OH-radical concentration. In both F3 flame simulations, the

IEM mixing model was used in combination with a constant

Cα = 6 value. One observes that the results obtained with

the different mechanisms are almost identical. This fact in-

dicates that the simplifications used to obtain the skeletal

mechanism DRM22 do not affect the simulation results.

To investigate the influence of the mixing model Mα,

simulations of the three flames considered have been per-

formed by adopting the CD (Janicka et al., 1979) and IEM

(Dopazo and O’Brien, 1974) mixing models. The scalar mix-

ing frequency was provided by the VC frequency model.

Figure 10 shows F1 flame simulation results of the mean

reaction progress variable and the mean H2O mass frac-

tion obtained with the two mixing models in comparison

to measurements. This figure shows that there is hardly any

difference in the results obtained with the two mixing mod-

els. The results for the F2 and F3 flames (not shown) display

an even closer agreement between the results obtained with

the two mixing models. The latter fact seems to indicate

a limited influence of the scalar mixing model for premixed

0 1 2
0

1

2

3

Y
C

O
 [%

]

r / D

h=4.5

0 1 2
0

1

2

3

Y
C

O
 [%

] h=8.5 gri2.11
drm22

0 1 2
0

0.2

0.4

Y
O

H
 [%

]

r / D

0 1 2
0

0.2

0.4

Y
O

H
 [%

]

Figure 9: Comparison of simulation results for the F3 flame

obtained with the GRI 2.11 mechanism (solid line) and the

skeletal DRM22 mechanism (dashed line). The left column

shows the CO mass fraction, and the right column shows the

OH mass fraction. The IEM model combined with Cα = 6

was used in both simulations.
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Figure 10: Simulation results for the F1 flame obtained with

the CD mixing model (dashed line) and IEM (solid line)

model in comparison with experimental results (dots). The

left column shows the reaction progress variable C, and the

right column shows the mean H2O mass fraction.

combustion in the distributed reaction zone regime if the

scalar mixing frequency is provided accurately. With regard

to non-premixed turbulent combustion simulations it was

found that the choice of the scalar mixing model may signif-

icantly influence the simulation results (Merci et al., 2006).

However, these results were found to be very sensitive to the

ad hoc choices made for Cα. It is therefore difficult to as-

sess the influence of the mixing model separately from the

mixing frequency model.

CONCLUSIONS

A review of existing PDF methods for premixed tur-

bulent combustion shows the need for the development of

a more general methodology for the explanation of scalar

mixing frequencies. This problem was addressed by the in-

troduction of the VC frequency model that conserves scalar

variances. The VC model has significant conceptual ad-

vantages compared to existing methods: it is not based

on empirical assumptions, there is no need to adjust sev-

eral model parameters to the flow considered, and effects of

chemical reactions on scalar mixing frequencies are involved

without making assumptions that have an uncertain range

of applicability. The computational effort required to take

advantage of the VC frequency model is reasonable. Com-

pared to the standard model for the scalar mixing frequency

the increase of computational costs is given by a factor

of about 1.4. The suitability of the VC scalar frequency

model was demonstrated by applications to several turbulent

premixed Bunsen flames that cover various regimes rang-
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ing from flamelet to distributed combustion. Comparisons

with existing scalar frequency models for premixed turbulent

combustion made in Stöllinger and Heinz (2007) reveal the

advantages of the VC frequency model. The main reason

for these advantages is the following one. Existing scalar

frequency models are constructed on the basis of the idea

to implement chemical reaction effects explicitly in equa-

tions for non-reacting scalars. However, the investigations

reported in Stöllinger and Heinz (2007) show that chemical

reactions have, first of all, an implicit effect on the scalar

mixing frequency: a relatively small flame thickness due

to fast flamelet chemistry implies significant scalar variance

gradients. The VC frequency model that conserves scalar

variances then relates the relatively small flame thickness to

a relatively small scalar mixing time scale (a relatively high

scalar frequency) via the increase of scalar variance gradi-

ents. This important effect is correctly represented in the

VC frequency model which explains its success.
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