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ABSTRACT

A direct numerical simulation (DNS) of a lubricated tur-
bulent channel flow is performed. The lubricating film,
present at both channel walls, is replaced by a new set
of dynamic slip-flow boundary conditions imposed at the
planar film-fluid interface. The proposed slip-flow bound-
ary conditions are verified against a simulation where both
the lubricating film and the bulk fluid have been solved
within the DNS approach. Both turbulence statistics and
instantaneous near-wall vortical structures are satisfactorily
reproduced by the slip-flow boundary conditions.

INTRODUCTION

Turbulent flows in the presence of lubricated surfaces are
often encountered in engineering applications, and such flows
represent an interesting example of the coupled motion of
two fluids separated by an interface. The modelling of the
moving interface is complicated (e.g. Scardovelli and Za-
leski, 1999), even though the problem is in general dealt
with assuming only continuity of velocity components as
well as stresses across the interface. Solbakken et al. (2002)
performed a direct numerical simulation of a lubricated tur-
bulent channel flow where they simplified the problem by
prescribing a planar impermeable interface between the lu-
bricant at the wall and the bulk flow. A direct numerical
simulation of both the lubricating layer and the bulk fluid
will undoubtedly give the most realistic solution of the prob-
lem, but the limitations of numerical techniques make it
difficult to include a freely deforming interface. An ac-
curate numerical solution would also require either a very
fine computational mesh in the neighbourhood of the inter-
face or an adaptive grid, which have to be adjusted at each
time-step. The computational cost and numerical difficulties
make such simulations hard to accomplish. One way of over-
coming these difficulties is to replace the actual interface by
a smooth boundary and introduce a dynamic slip boundary
condition at the interface between the two fluids.

The idea of a slip-flow boundary condition is not new and
was first introduced by Navier (1823) during the long debate
on whether a fluid can slide over a solid surface. Navier’s
proposed boundary condition assumes that the velocity u
at a solid surface is proportional to the shear rate at the
surface, i.e.

u=f— (1)

where § is the slip length or slip coefficient. If 3 = 0 the
generally assumed no-slip boundary condition is obtained.
Since the no-slip condition appears to be valid at macroscale,
B must be relatively small for Navier’s hypothesis to hold.
It is generally accepted that the continuum model is valid
as long as Kn < 107! (Knudsen number) and the motion
of a Newtonian fluid is then described by the Navier-Stokes
equations. But in the range 1073 < Kn < 10~ the no-slip
condition at solid surfaces is not valid and is in fact replaced
by slip-flow conditions (Gad-el-Hak, 1999).

The Navier condition was first invoked in the context
of lubrication by Greenspan (1978). Shortly after Joseph
(1980) derived an analytical slip-flow condition for a lubri-
cated surface in which the velocity gradient is proportional
to the square of the velocity component along the interface.
By assuming a very thin lubricating film in which lubrication
theory applies, and by neglecting the effect of the pressure
gradient, he derived the following slip-flow condition in the
streamwise (z) direction

ou  pu?
Ay 2uwQ’

(2)

where (1, /1y, is the ratio of viscosity of the lubricating fluid to
the viscosity of the bulk fluid and Q is the constant volumet-
ric flow rate per unit width in the lubricating film. If the film
is sufficiently thin Joseph (1980) suggests that the effect of
the thin lubrication layer may be accommodated by chang-
ing the boundary condition at the solid surface according
to eq. (2). More recently Miksis and Davis (1994) derived
a more general slip boundary condition for a film-covered
rough surface in the limit of small-amplitude roughness and
thin lubricating films.

‘The objective of the present study is to suggest and apply
a proper set of dynamic boundary conditions at the interface
between a turbulent channel flow and a thin lubricating film.
The hypothesis is that such slip boundary conditions are able
to mimic interfacial motions present at the film-bulk fluid in-
terface. The lubricating film can then be accomodated by
the slip-flow boundary conditions, making the solution of
the velocity fleld inside the film unnecessary. It is important
to apply dynamic boundary conditions capable of generat-
ing both spatial and temporal variations when turbulence is
considered. Furthermore, it is essential that the proposed
slip-flow conditions result in quantitatively good results for
the mean field and the turbulence statistics. But it would
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Figure 1: Sketch of the flow geometry. The two solid lines at
y = £ (H — h) are the interface where the slip-flow boundary
conditions eqs. (2) and (3) are applied.

also be favourable if the use of slip-flow conditions repro-
duce realistic instantaneous interfacial motions in such a way
that the near-interface stress-producing coherent structures
remain reasonable.

We propose to use Joseph’s (1980) slip-flow condition
as a dynamic boundary condition at the interface in the
streamwise direction. Originally this relation was developed
for 2 — D situations, i.e. laminar flow. But the slip-flow
condition (2) should also be valid for turbulent flows since
it is only dependent on material parameters and not on flow
characteristics in the bulk fluid. In the case of turbulent
flow a spanwise slip condition is also required. A dynamic
slip-flow boundary condition with zero mean velocity at the
interface is neccessary, and we propose to use the following
drag-flow approximation in the spanwise (z) direction:

o _mn ®)
y  mph

where h is the lubricating film thickness. Equations (2) and
(3) have been implemented as new boundary conditions in
the computer code MGLET developed for DNS and LES in
complex geometries.

A similar approach was successfully used by Hahn et
al. (2002) in their direct numerical simulations of turbulent
channel flow with permeable walls. They used an extended
version of Beavers and Joseph’s (1967) slip-flow boundary
condition at the interface between a permeable block and
and a laminar channel flow.

NUMERICAL APPROACH AND SIMULATION OVERVIEW

A direct numerical simulation (DNS) of a pressure-driven
lubricated channel flow is performed. The lubricating film
present at both channel walls is not handled within the DNS
approach, but is instead accommodated for by the slip-flow
boundary conditions eqs. (2) and (3) imposed at the inter-
face between the bulk-fluid and the lubricant. Only the flow
field in the bulk fluid and the interfacial velocities between
the bulk-fluid and the lubricant are computed. The previ-
ous simulation by Solbakken et al. (2002) is almost identical
to the present, except for the treatment of the lubricating
film, which in Solbakken et al. (2002) was resolved on the
computational mesh and solved within the DNS approach.
The present simulation is thus a simplification of the more
accurate investigation by Solbakken et al. (2002).

A side view of the channel flow geometry and co-ordinate
system is shown in fig. 1. Both channel walls are cov-
ered with a lubricating film of thickness h = H/18 (H
is channel half height), having a kinematic viscosity twice
that of the bulk fluid (v; = 2w), i.e. identical to Sol-
bakken et al. (2002). The interface is maintained flat by

imposing the impermeability condition vygeii—normat = 0-
A global Reynolds number is commonly defined as Rer =
ur H/vy = 180 where ur is the wall friction velocity. Here,
it is more appropriate to define a Reynolds number for the
bulk flow based on the interfacial friction velocity Rep, =
(H — h)uri/vp ~ 165 where the interfacial friction velocity
can be expressed as ur; = ur(1 — h/H)%5. The computa-
tional domain in the streamwise (), wall-normal (y) and
spanwise (z) directions is 4mH x 2(H — h) x 2w H, and the
corresponding number of grid cells are 192 x 172 x 192. The
computational mesh is non-uniform in the y-direction, the
grid point next to the interface being at yt = 0.5. The
mesh is identical to the part of the mesh used for resolv-
ing the bulk-flow in Solbakken et al. (2002). Slip-flow
boundary conditions, egs. (2) and (3), and impermeability,
Vwall—normal = 0, are applied at the two interfaces while
periodicity is used in the two homogenous directions.

The computer code MGLET (Manhart et al., 2001, Orel-
lano and Wengle, 2000) used in the present study, is based on
a finite volume formulation of the Navier-Stokes equations
on a staggered Cartesian non-equidistant mesh. The spatial
discretization is of second-order central for the convective
and diffusive terms. An explicit version of the projection
method together with a second-order Leapfrog scheme is
used for the time integration. The resulting Poisson equation
is solved by an iterative procedure accelerated by a multigrid
method.

The proposed boundary conditions (2) and (3) are imple-
mented as dynamic boundary conditions utilizing ordinary
ghost cells outside the computational domain. The bound-
ary conditions are updated in the ghost cells for each new
time step n+1 by using the solution in the bulk flow from the
previous time step n. Consider the discretization of Navier’s
slip boundary condition (1) as an example:

n n+1
1 Uy — uo

du
w=pol = (Uit 4 uf) = -2 4
b5 = pgt rul) =p =, (@)
where uo and u; are the velocities in the ghost cell and in
the neighbour cell inside the computational domain, respec-
tively, and Ay is the distance between the two. ug and u1
are equally spaced from the boundary. ug+1 can then be

expressed explicitly as a function of uf:

n+l _ n2B/Ay_1

uf) _u11+2ﬂ/Ay' (5)

An iterative procedure in which uo is continously updated
would be slightly more accurate, but no major errors are
introduced by the present scheme if the time-step is kept
sufficiently small.

The lubricating film that separates the bulk-fluid from
the rigid wall is thus accommodated by eqgs. (2) and (3),
applied at the interface, and the velocity field within the film
is therefore not computed. But in order to calculate the wall
friction necessary to balance the imposed pressure gradient,
also the flow field in the film is needed. This problem is
simply solved by assuming a linear velocity profile inside
the film, and then the velocity gradient at the interface can
be used when calculating T,q;. The assumption of a linear
velocity profile can also be used in order to calculate the
volumetric flow rate @ inside the film, which is needed as
an input parameter in the streamwise slip-flow boundary
condition (2). However, the present investigation uses Q
calculated from the DNS of Solbakken et al. (2002), which
is 3.5% larger than what is obtained by assuming a linear
velocity profile.
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INTERFACIAL BEHAVIOUR

The outcome of an accurate direct numerical simulation
of a lubricated turbulent channel flow using the proposed
slip-flow boundary conditions (2) and (3) depends highly
on the ability of these conditions to mimic real interfacial
motions. In order to examine the validity of the proposed
boundary conditions, results from the present simulation us-
ing egs. (2) and (3) are compared with data extracted from
the simulation by Solbakken et al. (2002) where both the
lubricating film and the bulk fluid were solved simultane-
ously within the DNS approach. This section focuses on the
interfacial velocities and velocity gradients and their instan-
taneous distributions.

Figures 2 and 3 are scatter plots of u vs. du/dy and w
vs. Ow/By, respectively, at the interface between the lubri-
cating film and the bulk fluid. The data are sampled from
instantaneous flow fields from the simulation by Solbakken
et al. (2002). Note that the velocity gradients are evalu-
ated in the bulk flow. Also included in these figures are the
two proposed boundary conditions egs. (2) and (3) in figs.
2 and 3, respectively. A scatter plot of instantaneous data
from the present simulation (not shown here) showed a per-
fect conformity with egs. (2) and (3), which thus verifies the
implementation of these in the computer code MGLET.

The scatter plot of wnterface V8. OU/OYinterface in
fig. 2 shows good agreement with the streamwise slip-flow
condition (2) proposed by Joseph (1980). The fairly large
scattering of the instantaneous data reflects the higher de-
gree of freedom present at the interface in the simulation
by Solbakken et al. (2002) compared to the present one.
The streamwise slip-flow condition eq. (2) slightly under-
predicts the shear-rate at low interfacial velocities, whereas
the interfacial shear-rate is somewhat too large at high ve-
locities. It is promising that the mean value of the scatter
plot (the circle in fig. 2) collapses with Joseph’s (1980) slip-
flow boundary condition. Figure 3 reveals that the scatter
plot of Winterface VS. OW/OYinter face agrees satisfactorily
with the proposed slip boundary condition, eq. (3), in the
spanwise direction. The mean value of the scattered data
shows a perfect match with eq. (3). However, the instan-
taneous data from Solbakken et al. (2002) suggest that the
slope of eq. (3) is too small, which inevitably will result in
either too large velocity fluctuations or too small velocity
gradient fluctuations.

Probability density functions (PDFs) are constructed
from the instantaneous data shown in the scatter plots in
figs. 2 and 3 and from the corresponding instantaneous data
from the present investigation. Figure 4 shows the PDFs of
both u and du/dy at the interface. The PDFs of 4inter face
in fig. 4(a) clearly show that eq. (2) is capable of generating
a distribution that is practically identical with the distribu-
tion from Solbakken et al. (2002), which is assumed to be
correct. It is promising that the mean value of uinter face
deviates by less than 1% from Solbakken et al. (2002).
However, the distribution of du/8yinterface shows a dis-
tinct deviation from Solbakken et al. (2002). The data
sampled from the present simulation are somewhat more
widespread. This will obviously have a major effect on the
rms-value of the spanwise component of the vorticity fluctu-
ations at the interface since |w:|inter face = OU/Yinter face-
But the mean value of 0u/OY;nter face 18 identical to that
in Solbakken et al. (2002), which is inevitable since this
is fixed by the imposed pressure gradient. The PDFs of
Winter face aNd OW/Yinter face in fig. 5 reveal a somewhat
similar behaviour. But now the spanwise velocity winter face

Uintertace

Figure 2: Scatter plot of u vs. du/dy at the interface from
Solbakken et al. (2002). The circle is the mean value of the
scatter plot and the solid line is eq. (2).
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Figure 3: Scatter plot of w vs. dw/dy at the interface from
Solbakken et al. (2002). The circle is the mean value of the
scatter plot and the solid line is eq. (3).

distribution is too widespread, while the distribution of the
velocity gradient Ow/0Yinter face 18 practically the same as
in Solbakken et al. (2002). The PDF of winter face i8 100
flat and accordingly the standard deviation will be too large.
Remember that the standard deviation equals the rms-value
of the fluctuations (turbulence intensity). The mean values
of both Winter face and Ow/inter face are essentially zero
as expected for symmetry reasons.

MEAN FIELD AND TURBULENCE STATISTICS

The statistical data presented in this section are averaged
both in time and in the two homogenous directions. The
statistical data were gathered during a time period t+ =
tu2, /vy = 1020 (wall units) after a statistical steady solution
was obtained. The results are normalised with the interfacial
friction velocity ur; and the bulk fluid viscosity v,. In the
following the interface corresponds to y+ = 0 and the centre
of the channel is at yt ~ 165.

The profile of mean streamwise velocity relative to the
interface, Ut — U;;terface’ is shown in fig. 6. The "law-of-
the-wall” and the mean velocity profile from a conventional
channel flow (Kim et al., 1987) are also included for compar-
ison. Close to the interface the mean velocity is clearly linear
(U* = y*) and similar to that in the near interface region
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Figure 4: Probability density functions of (a) Uinter face and
(b) 0u/0Yinter face- —, Present simualtion; - - -, Solbakken
et al. (2002).
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Figure 5: Probability density functions of (a) winter face and
(b) Ow/OYinter face- —, Present simualtion; - - -, Solbakken
et al. (2002).

in Solbakken et al. (2002). However, the mean velocity rel-
ative to the interfacial velocity is significantly lower than in
Solbakken et al. (2002) in the logarithmic region. This de-
viation presumably arises due to the difference in turbulence
intensities and Reynolds shear stress (to be shown-later).
Figure 7(a) shows the root-mean-square (rms) velocity
fluctuations Urms, Vrms and Wrms, commonly referred to as
turbulence intensities, from the interface to the centre of the
channel. The region of the flow from y* & 10 and further off
from the interface show a very similar behaviour as in Sol-
bakken et al. (2002), and a perfect match between the two
data-sets can be observed from yt ~ 40. The rms-values
in the very-near interface region do on the other hand differ
considerably. All tree components show an increase in tur-
bulence activity close to the interface. The streamwise and
wall-normal components, %rms and vrms, are both a bit
too high and this will probably affect the Reynolds shear-
stress —uv. But the most obvious deviation is the spanwise
component, Wrms, which is far too large in the present inves-
tigation. This is, as mentioned earlier, associated with the
probability density function of win¢erface in fig. 5(a) which
revealed a too large spreading of the spanwise interfacial ve-
locity distribution. This is in turn probably related to the
slope of eq. (3) which is too small, as can be seen from fig. 3.
Turning now to the Reynolds shear stress —uw plot-

Figure 6: Mean streamwise velocity in the bulk flow. —,
present simulation; - - -, Solbakken et al. (2002); - .-, Kim
et al. (1987); - — - —- , "Law-of-the-wall”.

ted in fig. 7(b), the present distribution closely resembles
that of Solbakken et al. (2002), but the near-interface re-
gion reveals a somewhat larger value of —ww. This is as
mentioned earlier due to the larger streamwise and wall-
normal velocity fluctuations present close to the interface.
This increase in Reynolds shear stress will directly affect the
mean streamwise velocity gradient through the following re-
lation for the total mean shear stress across the channel,
Ttotal = udU/dy — puw, which is a function of y only. The
velocity gradient is therefore altered in the buffer region, re-
sulting in a lower mean velocity in the logarithmic region
(fig. 6) as compared to Solbakken et al. (2002).

Root-mean-square vorticity fluctuations normalised with
Vp /ufz are presented in fig. 8. All three components show
good agreement with data from Solbakken et al. (2002), ex-
cept in the region very close to the interface (yT = 0...15)
where small differences exist. It is generally accepted that
the streamwise vorticity wy in near-wall regions partly is a
kinematic consequence of near-wall vortical structures pri-
marily oriented in the streamwise direction and the no-slip
boundary condition at the wall. This mechanism will also
apply for the lubricated channel if the film is sufficiently
thin. The location of maximum wg rms at ¥+ = 18, which
is similar to Solbakken et al. (2002), corresponds to the av-
erage location of the centre of the streamwise vortices. This
is also in close agreement with Kim et al. (1987) and their
conventional channel flow, for which maximum streamwise
vorticity at yT &~ 20 was reported. The increase of wy,rms
near the interface is due to the somewhat larger turbulence
intensities in the streamwise (urms) and spanwise (wrms) di-
rections (see fig. 7). The spanwise component of the vorticity
fluctuations w;,rms is heavily overpredicted in the immedi-
ate vicinity of the interface (y+ = 0...3). This behaviour
can be ascribed to the probability density function (PDF)
of 8u/Yinter face in fig. 4(b), which shows a too widespread
distribution. The value of w;,rms at the interface is almost
equal to corresponding results close to a rigid wall (Kim et
al., 1987) where a value of 0.36 was reported.

COHERENT STRUCTURES

In order to investigate whether the proposed set of slip-
flow boundary conditions, eqs. (2) and (3), is able to mimic
interfacial motions capable of producing realistic instanta-
neous events, the focus of attention is now shifted towards
the coherent vortical structures in the near-interface region.

The Az-vortex definition of Jeong and Hussain (1995)
is adopted to capture vortical structures in the flow fields.
A vortex core is defined as a connected region of negative
A2, which is the second largest eigenvalue of the tensor
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Figure 7: (a) Turbulence intensities and (b) Reynolds shear
stress in the bulk flow. —, present simulation; - - -, Sol-
bakken et al. (2002).
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Figure 8: Root-mean-square vorticity fluctuations in the
bulk flow. —, present simulation; - - -, Solbakken et al.
(2002).

Figure 9: Isosurface plot of Ay = —0.01 in the region 0 <
y* < 60. Dark (light) shading represents positive (negative)
streamwise vorticity wg.

Figure 10: Isosurface plots of the ensemble-averaged coher-
ent structure with positive w;. Dark shading represents
A2({(#@)), while light shading represents the associated co-
herent Reynolds shear stress —(u — U){(v). (a) top view, (b)
side view.

SikSkj + TikTk; Where s;; = (u;; + uj;)/2 is the strain
rate tensor and r;; = (ui; — uj;)/2 is the rotation tensor.
Jeong et al. (1997) showed that this vortex definition is fully
able to identify vortices in a turbulent channel flow. This
definition essentially captures the pressure minimum in a
plane perpendicular to the vortex axis, and also accurately
identifies vortex cores in regions with high shear, contrary
to vorticity-based vortex definitions. Figure 9 shows an in-
stantaneous plot of isosurfaces of Ay = —0.01 in the region
0 <y < 60 (note that As is normalised with vE/ul)). This
isosurface plot shows elongated structures nearly aligned in
the streamwise direction. Both the streamwise extent and

Figure 11: Ensemble-averaged coherent velocity fluctuations
and Reynolds shear stresses. Positive and negative con-
tours are represented by solid and broken lines, respectively.
Contour increment 0.25. (a) (u — U, (b) (v), (c) (w), (d)
—(u = U)v), (&) —(v)(w), (f) —(u — UNw).

the tilting angles seem to correspond closely to the structures
studied in Solbakken et al. (2002), and also to earlier obser-
vations close to rigid walls (Jeong et al. 1997). Dark (light)
shading shows vortices with positive (negative) streamwise
vorticity ws. Vortices with different sign of streamwise
vorticity are known to be equally probable and are also sym-
metric counterparts (Jeong et al. 1997). This investigation
is accordingly limited to only those vortices with positive
streamwise vorticity.

In order to further study the near-interface quasi-
streamwise vortices, an ensemble-averaging of the flow field
around the vortices present in the instantaneous flow is per-
formed. The detection and averaging are based on the
scheme devised by Jeong et al. (1997) to identify coher-
ent vortices in the near-wall region in a turbulent channel
flow. The procedure consists of three steps: (I) Detection of
vortical structures by the Ay-definition conditioned on pos-
itive streamwise vorticity wz. (II) Ensemble-averaging of
the structures by aligning the midpoint of their streamwise
length. In order to capture only fully grown structures the
structures are required to have a streamwise length of at
least z+ = 150 in the region 10 < y* < 40. (I1I) Shift-
ing of the alignment point to maximise the cross-correlation
between the ensemble-averaged and the individual struc-
tures. Structures having a cross-correlation below 0.5 were
discarded in order to reduce the smearing of the resulting
coherent structure. The resulting ensemble-averaged field
consists of coherent motions and is thus suitable as a generic
model for the streamwise vortices.

In the following presentation the origin (zt,2z1) = (0,0)
in the plane parallel to the interface is defined to be the
alignment point (midpoint of the structure). The ensemble
average is based on a database consisting of 25 instanta-
neous flow fields separated in time by AtT = 40.8. The
ensemble eventually consists of 223 instantaneous structures.
The brackets () indicate ensemble-averaged quantities, and
A2((@)) means that Az is calculated from the averaged field.

Figure 10 shows an isosurface plot of A2 calculated from
the ensemble-averaged field together with the associated co-
herent Reynolds shear stress —(u—U){v). The coherent field
reveals a highly elongated quasi-streamwise vortex, inclined
10° in the vertical (z — y)-plane and tilted 6° in the hor-
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izontal (z — z)-plane, whereas the corresponding ensemble
averaged structure in Solbakken et al. (2002) was inclined
9° and tilted 7°. The streamwise extent of the structure
is about 200 wall units, and it is evident that the coher-
ent structure produces stronger ejections (Q2) than sweeps
(Q4).

The coherent velocities and coherent Reynolds shear
stresses in the (y — z)-plane through the midpoint (z+ = 0)
of the ensemble-averaged structure in fig. 10 are shown in
fig. 11. The thick solid line is a contour of Az ((%@)) indicating
the position of the centre of the structure and the arrow head
shows the sense of rotation. The centre of the structure is
located at y+ ~ 18, which is about the same as in Solbakken
et al. (2002) and about Ayt = 5 lower than in Jeong et al.
(1997) close to a rigid wall. The streamwise (u — U) and
spanwise {(w) coherent velocity fluctuations in fig. 11(a) and
(c) penetrate inside the lubricating film, a feature that was
also reported by Solbakken et al. (2002). This is obviously
not the case for the wall-normal component (v) in fig. 11(b)
since the interface is impermeable. Figure 11(d) shows the
coherent primary Reynolds shear stress —(u — U)(v) which
is the only shear stress component that produces a non-zero
spatial average. It is positive nearly everywhere and the
contribution from ejection events (Q2) is slightly larger than
the contribution from sweep events (Q4). Small regions of
negative —(u — U){v) (Q1 and Q3 events) occur above and
below the structure centre, but these contribute only mod-
estly to the Reynolds-averaged shear stress —uw. All these
features were also reported by Solbakken et al. (2002). The
usual cloverleaf pattern can moreover be seen in fig. 11(e)
for —(v){w). In fig. 11(f) the contours of —(u — U){w) also
bear a close resemblance to Solbakken et al. (2002).

SUMMARY AND CONCLUDING REMARKS

A direct numerical simulation (DNS) of a lubricated
channel flow where the lubricating film is replaced by a set
of slip-flow boundary conditions is performed. The set of
slip-flow boundary conditions is applied at the film-fluid in-
terface and is supposed to mimic real interfacial motion. The
boundary condition in the streamwise direction was derived
by Joseph (1980) and describes a relation between the ve-
locity and the velocity gradient at the interface. A similar
slip-low boundary condition is proposed for the spanwise
direction. The simulation using the proposed boundary con-
ditions compares satisfactorily with the full simulation by
Solbakken et al. (2002) where both the lubricating film and
the bulk fluid were solved within the DNS approach.

Probability density functions are constructed for the in-
terfacial velocities and interfacial velocity gradients. All
distributions, except for the spanwise velocity distribution,
are well reproduced by the proposed slip-flow boundary con-
ditions. The streamwise mean velocity is slightly underpre-
dicted, which is probably an effect of too large interfacial
velocity fluctuations and thereby an overestimation of the
Reynolds shear stress close to the interface. In spite of the
constraints on the interfacial motion imposed by the slip-
flow conditions (2) and (3), near-wall vortical structures,
both instantaneous and ensemble-averaged, are surprisingly
similar to those deduced by Solbakken et al. (2002) from
their full simualtion.

The present investigation has demonstrated that the
presence of thin lubricating films can be accounted for by
a set of dynamic slip-flow boundary conditions in numeri-
cal simulation of turbulent flows. The streamwise slip-flow
boundary condition derived by Joseph (1980) reproduced

streamwise interfacial velocities and velocity gradients very
well. The proposed spanwise slip-flow boundary condition
led to a somewhat too wide distribution of the spanwise
velocity fluctuations. An obvious remedy would be to in-
troduce a multiplicative factor of say 2.0, on the right-hand
side of eq. (3). Nevertheless, the rather simple set of dy-
namic slip-flow conditions (2) and (3) have proved to assure
the essential dynamics of the near-interfacial fluid motions
so that even the characteristic coherent flow structures are
properly developed.
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